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\section*{Abstract}

Software product line engineering is a means to systematically manage variability and commonality in software systems, enabling the automated synthesis of related programs (products) from a set of reusable assets. However, the number of products in a software product line may grow exponentially with the number of features, so it is practically infeasible to quality-check each of these products in isolation. There is a number of variability-aware approaches to product-line analysis that adapt single-product analysis techniques to cope with variability in an efficient way. Such approaches can be classified along three analysis dimensions (product-based, family-based, and feature-based), but, particularly in the context of reliability analysis, there is no theory comprising both (a) a formal specification of the three dimensions resulting analysis strategies and (b) proof that such analyses are equivalent to one another. The lack of such a theory hinders formal reasoning on the relationship between the analysis dimensions and derived analysis techniques. We formalize seven approaches to reliability analysis of product lines, including the first instance of a feature-family-product-based analysis in the literature. We prove the formalized analysis strategies to be sound with respect to the probabilistic approach to reliability analysis of a single product. Furthermore, we present a commuting diagram of intermediate analysis steps, which relates different strategies and enables the reuse of soundness proofs between them.

© 2017 Elsevier B.V. All rights reserved.

\section*{1. Introduction}

Software product line engineering is a means to systematically manage variability and commonality in software systems, enabling the automated synthesis of related programs (known as variants or simply products) from a set of reusable...
assets (known as domain artifacts) [15, 42, 1]. In a product line, variability is modeled in terms of features, which are distinguishable characteristics that are relevant to stakeholders of the system [16]. This methodology improves productivity and time-to-market, and it eases mass customization of software [42].

In recent years, product lines have been widely applied in both industry [50, 36] and academia [1, 15, 28, 42], in particular to safety- and mission-critical systems [50, 20, 19, 34, 46]. Model checking is of particular interest to quality assurance of such systems. It is a verification technique that explores all possible system states in a systematic manner, effectively checking that a given system model satisfies a certain property [5].

The number of products in a product line may grow exponentially with the number of features, giving rise to an exponential blowup of the configuration space [1, 6, 14, 13]. So, it is often infeasible to quality-check each of these products in isolation. Nonetheless, software verification techniques for the single-product case are widely used by the industry, and it is beneficial to exploit their maturity to increase quality while reducing cost and risk [5].

There is a number of approaches to product-line analysis that adapt established analysis techniques to cope with variability [47]. In particular, several model checking techniques have been successfully lifted to operate on product lines [47, 11–13, 21, 9, 22, 32, 46, 40]. Among these techniques, we focus on reliability analysis, which is the verification of a probabilistic existence property [23] and can be seen as the probability that a system does not fail.

Product-line analyses can be classified along three dimensions: product-based (the analysis is performed on generated products or models thereof), family-based (only domain artifacts and valid combinations thereof are checked), and feature-based (domain artifacts implementing a given feature are analyzed in isolation, regardless of their valid combinations) [47]. More than one dimension can be exploited in a given technique, giving rise to feature-family-based and family-product-based analyses, for instance. However, existing approaches to the problem of lifting standard analysis techniques to product lines often focus on the family-based dimension [39, 45, 21, 9, 7] and relate it only to the product-based dimension to ensure soundness. In the context of reliability analysis, particularly, there is no theory comprising both (a) a formal specification of the three dimensions and resulting analysis strategies and (b) proof that such analyses are equivalent to one another (i.e., they compute the same reliability).

The lack of such a theory hinders formal reasoning on the relationship between the dimensions and derived analyses. Indeed, proving that an analysis method yields a correct result is a fundamental issue, especially for critical systems. Furthermore, a practitioner needs to be able to choose among existing analysis strategies according to the problem at hand, based on their trade-offs in terms of space and time [47]. As long as there is no evidence that different strategies are mutually equivalent, empirical studies comparing them will have limited results.

Based on the product-line analysis taxonomy proposed by Thüm et al. [47], we formalize seven approaches to reliability analysis of product lines: two product-based, a family-based, a family-product-based, a feature-family-based, a feature-product-based, and a feature-family-product-based. In particular, the latter of these is a novel approach, according to a recent survey [47].

We prove the formalized analysis strategies to be sound with respect to the probabilistic approach to reliability analysis of individual products. Furthermore, we present a commuting diagram of intermediate analysis steps, which relates different strategies and enables the reuse of soundness proofs between them. In this sense, all strategy choices are guaranteed to yield the same result.

The main contributions of this work are the following:

- The formalization of seven strategies for reliability analysis of software product lines, conforming to the classification by Thüm et al. [47] (Section 4).
- A novel feature-family-product-based strategy for model checking of product lines (Section 4.5). To the best of our knowledge, and according to the survey by Thüm et al. [47], this is the first strategy in its category.
- Proofs of commutativity between different strategies (Section 4). This improves the current understanding on how analysis strategies for product lines relate to one another and establishes their soundness.
- A commuting diagram of intermediate analysis steps (Fig. 10), which relates different strategies and enables the reuse of soundness proofs between them.
- A general principle for lifting analyses to product lines using algebraic decision diagrams (Section 4.2.2, Theorem 2).

This work first provides fundamental concepts necessary for the discussion of product-line analyses (Section 2), followed by an explanation of stochastic models of product-line behavior and corresponding model checking techniques (Section 3). We proceed with formal definitions of strategies and proofs of their commutativity (Section 4), ending with a discussion of related work (Section 5) and ideas for further research regarding commonality of product line analysis strategies (Section 6).

2. Background

In this section, we lay the foundations for the upcoming discussion. The reader is expected to have some familiarity with discrete-time Markov chains (DTMC), in particular from a state-based perspective (as presented, for instance, in the book by Baier and Katoen [5]).
2.1. Software product lines

A software product line is a set of software-intensive systems sharing a common, managed set of features that satisfy specific needs of a particular market or mission, and that are developed from a common set of core assets in a prescribed way [15]. A feature model documents the features of a product line and their relationships [1]. For a feature model FM, we denote its set of features by F. Each feature in this set has a name; feature names are used as atomic propositions to express feature relationships as propositional logic formulae.

A given product is specified by a configuration. A configuration is a selection of features and, as such, is represented by a set of atoms: a negated atom denotes feature absence, while a positive one denotes presence. We denote the set of configurations over a feature set F as C. This set contains all \(2^{|F|}\) combinations of feature atoms, each of which must appear in either positive or negative form, but never both. Valid configurations, that is, configurations that satisfy the constraints expressed by the feature model FM, are denoted by \([FM] \subseteq C\). Each \(c \in [FM]\) specifies the features of a product of the product line.

Product derivation is the process by which reusable assets are combined to form a product, according to a specified configuration. Actual behavior is included or excluded from a generated product by means of presence conditions, which are propositional formulae over features [17].

To operationalize satisfaction of presence conditions, we need to define Boolean functions over feature selections. Therefore, we define an arbitrary (but fixed) total order of features by turning the set F of features into a list. This way, we can unambiguously denote a configuration \(c \in [FM]\) as a Boolean tuple in \(B^{|F|}\), where \(B = \{0, 1\}\) is the set of Boolean values (where 0 and 1 denote the Boolean values FALSE and TRUE, respectively). Such Boolean tuples have a fixed position for each feature, with the \(i\)-th position denoting presence or absence of the \(i\)-th feature\(^1\) by the values 1 and 0, respectively. In the upcoming discussion, whenever we refer to \(k\)-ary Boolean functions, we assume that Boolean \(k\)-tuples can be used as arguments.

2.2. Reliability analysis

Reliability analysis can be defined as a probabilistic existence property [23]. This means the reliability of a system is the probability that, starting from an initial state, the system reaches a set of target (also success) states. This value is called reachability probability. To analyze this property, we first model the system’s behavior as a DTMC—a tuple \((S, s_0, P, T)\), where \(S\) is a set of states, \(s_0 \in S\) is the initial state, \(P\) is the transition probability matrix \(P : S \times S \rightarrow [0, 1]\), and \(T \subseteq S\) is the set of target states.\(^2\) Moreover, each row of the transition probability matrix sums to 1, that is, \(\forall s \in S : P(s, S) = 1\), where \(P(s) = \sum_{s' \in S} P(s, s')\).

For every state \(s \in S\), we say that a state \(s'\) is a successor of \(s\) if \(P(s, s') > 0\). Accordingly, the set of successor states of \(s\), denoted as \(\text{Succ}(s)\), is defined as \(\text{Succ}(s) = \{s' \in S | P(s, s') > 0\}\). A DTMC induces an underlying digraph where states act as vertices and edges link states to their successors. This way, we say that a state \(s'\) of a DTMC is reachable from a state \(s\), denoted by \(s \sim s'\), if \(s'\) is reachable from \(s\) in the DTMC’s underlying digraph. Likewise, we write \(s \not\sim s'\) to denote that \(s'\) is unreachable from \(s\). This notation is also used with respect to a set \(T\) of states: \(s \sim T\) iff there is at least one state \(s' \in T\) such that \(s \sim s'\), and \(s \not\sim T\) otherwise.

The reachability probability for a DTMC can be computed using probabilistic model checking algorithms, implemented by off-the-shelf tools [5,33]. An intuitive and correct view of reachability probability, although not well-suited for efficient implementation, is that a target state is reached either directly or by first transitioning to a state that is able to recursively reach it. We present a formalization of this property, adapted from Baier and Katoen [5], that suits the purpose of this work.

**Property 1 (Reachability probability for DTMCs).** Given a DTMC \(D = (S, s_0, P, T)\), a state \(s\) \(\in\) \(S\), and a set \(T \subseteq S\) of target states, the probability of reaching a state \(t \in T\) from \(s\) satisfies the following property:

\[
Pr^D(s, T) = \begin{cases} 
1 & \text{if } s \in T \\
0 & \text{if } s \not\sim T \\
\sum_{s' \in S \setminus T} P(s, s') \cdot Pr^D(s', T) + \sum_{t \in T} P(s, t) & \text{if } s \not\in T \land s \sim T
\end{cases}
\]

Whenever \(T\) is a singleton \(\{t\}\), we write \(Pr^D(s, t)\) to denote \(Pr^D(s, T)\).

In a product line, different products give rise to distinct behavioral models. To handle the behavioral variability that is inherent to product lines, we resort to Parametric Markov Chains [18].

2.2.1. Parametric Markov Chains

Parametric Markov Chains (PMC) extend DTMCs with the ability to represent variable transition probabilities. Whereas probabilistic choices are fixed at modeling time and represent possible behavior that is unknown until run time, variable

---

1. The actual order of features does not affect our results, since its only purpose is to consistently refer to values in Boolean tuples.
2. This definition departs from the one by Baier and Katoen [5] in two ways: (a) we abstract the possibility of multiple initial states and the computation of other temporal properties (to focus on reliability analysis) and (b) we incorporate target states in the model (to abbreviate model checking notation).
transitions represent behavior that is unknown already at modeling time. These variable transition probabilities can be leveraged to represent product-line variability [46,22,9].

**Definition 1 (Parametric Markov Chain).** A Parametric Markov Chain is defined by Hahn et al. [26] as a tuple \( \mathcal{P} = (S, s_0, X, P, T) \), where \( S \) is a set of states, \( s_0 \) is the initial state, \( X = \{x_1, \ldots, x_n\} \) is a finite set of parameters, \( P \) is the transition probability matrix \( P : S \times S \rightarrow \mathbb{R}_+^n \), and \( T \subseteq S \) is the set of target (or success) states. The set \( \mathcal{F}_X \) comprises the rational expressions over \( \mathbb{R} \) with variables in \( X \), that is, fractions of polynomials with Real coefficients. This way, the semantics of a rational expression \( \epsilon \) is a rational function \( f_\epsilon(x_1, \ldots, x_n) = \frac{\sum p_1(x_1, \ldots, x_n)}{\sum p_2(x_1, \ldots, x_n)} \) from \( \mathbb{R}^n \) to \( \mathbb{R} \), where \( p_1 \) and \( p_2 \) are Real polynomials. For brevity, we hereafter refer to rational expressions simply as expressions.

By attributing values to the variables, it is possible to obtain an ordinary (non-parametric) DTMC. Parameters are given values by means of an evaluation, which is a total function\(^3\) \( u : X \rightarrow \mathbb{R} \) for a set \( X \) of variables. For an expression \( \epsilon \in \mathcal{F}_X \) and an evaluation \( u : X' \rightarrow \mathbb{R} \) (where \( X' \) is a set of variables), we define \( \epsilon[X/u] \) to denote the expression obtained by replacing every occurrence of \( x \in X \cap X' \) in \( \epsilon \) by \( u(x) \), also denoted by \( \epsilon[x_1/u(x_1), \ldots, x_n/u(x_n)] \).

For instance, suppose we have sets of variables \( X = \{x, y\} \) and \( X' = \{x, y, z\} \), and an evaluation \( u = \{x \mapsto 2, y \mapsto 5, z \mapsto 3\} \). If \( \epsilon \in \mathcal{F}_X \) is the rational expression \( x - 2y \), then \( \epsilon[X/u] = \epsilon[x/2, y/5] = 2 - 2 \cdot 5 = -8 \). Note that, if \( u \)'s domain, \( X' \), is different from the set \( X \) of variables in \( \epsilon \), then \( \epsilon[X/u] \) holds only for \( X \cap X' \).

This definition can be extended to substitutions by other expressions. Given two variable sets \( X \) and \( X' \), their respective induced sets of expressions \( \mathcal{F}_X \) and \( \mathcal{F}_{X'} \), and an expression \( \epsilon \in \mathcal{F}_X \), a generalized evaluation function \( u : X \rightarrow \mathcal{F}_{X'} \) substitutes each variable in \( X \) for an expression in \( \mathcal{F}_{X'} \). The generalized evaluation \( \epsilon[X/u] \) then yields an expression \( \epsilon' \in \mathcal{F}_{X'} \).

Moreover, successive expression evaluations can be thought of as rational function compositions: for \( u : X \rightarrow \mathcal{F}_{X'} \) and \( u' : X' \rightarrow \mathbb{R} \),

\[
\epsilon[X/u][X'/u'] = \epsilon[x_1/u(x_1)][X'/u'][x_2/u(x_2)][X'/u'][\ldots, x_k/u(x_k)][X'/u']
\]

for \( x_1, \ldots, x_k \in X \) (since \( u \) is a total function, we do not need to consider non-evaluated variables).

The PMC induced by an evaluation \( u \) is denoted by \( \mathcal{P}_u = (S, s_0, T, \mathcal{P}_u, P) \) (alternatively, \( \mathcal{P}(X/u) \)), where \( \mathcal{P}_u(s, s') = \mathcal{P}(s, s')(X/u) \) for all \( s, s' \in S \). To ensure the resulting chain after evaluation is indeed a valid DTMC, one must use a well-defined evaluation.

**Definition 2 (Well-defined evaluation).** An evaluation \( u : X \rightarrow \mathbb{R} \) is well-defined for a PMC \( \mathcal{P} = (S, s_0, X, P, T) \) iff, for all \( s, s' \in S \), it holds that

- \( P_u(s, s') \in [0, 1] \) (all transitions evaluate to valid probabilities)
- \( P_u(s, S) = 1 \) (stochastic property—the probability of disjoint events must add up to 1)

Hereafter, we drop explicit mentions to well-definedness whenever we consider an evaluation or a DTMC induced by one, because we are only interested in this class of evaluations. Nonetheless, we still need to prove that specific evaluations are indeed well-defined.

2.2.2. Parametric probabilistic reachability

To computationally represent the reachability probability in a model with variable transitions, we use a parametric probabilistic reachability algorithm. A parametric model checking algorithm for probabilistic reachability takes a PMC \( \mathcal{P} \) as input and outputs a corresponding expression \( \epsilon \) representing the probability of reaching its set \( T \) of target states. Hahn et al. [26] present such an algorithm and prove that evaluating \( \epsilon \) with an evaluation \( u \) yields the reachability probability for the DTMC induced in \( \mathcal{P} \) by the same evaluation \( u \).

Fig. 1 [26] illustrates a single step of this parametric probabilistic reachability algorithm. The main idea is that, for a given state \( s \), the probability of one of its predecessors \( (s_1) \) reaching one of its successors \( (s_2) \) is given by the sum of the probability of transitioning through \( s \) and the probability of bypassing it. In this example, other states and respective transitions are omitted. Note that, since there is a self-loop with probability \( p_c \), there are infinite possible paths going through \( s \), each corresponding to a number of times the loop transition is taken before transitioning to \( s_2 \). Hence, the sum of probabilities for these paths correspond to the infinite sum \( \sum_{i=0}^{\infty} p_a(p_c)^i p_b = p_a(\sum_{i=0}^{\infty} p_c)^i p_b = p_a \frac{1}{1 - p_c} p_b \).

**Definition 3 (State elimination step).** Given a PMC \( \mathcal{P} = (S, s_0, X, P, T) \) and an arbitrary state \( s \in S \), a state elimination step of the algorithm by Hahn et al. [26] updates the transition matrix \( P \) to \( P' \), such that, for all states \( s_1, s_2 \in S \setminus \{s\},

\[
P'(s_1, s_2) = P(s_1, s_2) + P(s_1, s) \cdot \frac{1}{1 - P(s, s)} \cdot P(s, s_2)
\]

---

3 Hahn et al. [26] actually define it in a more general way as a partial function. However, for our purpose, it suffices to consider total functions.

4 Whenever \(-1 < x < 1\), we have the following convergent sum: \( \sum_{i=0}^{\infty} x^i = \frac{1}{1-x} \).
The soundness of the parametric probabilistic reachability algorithm by Hahn et al. [26] is expressed by the following lemma and summarized by the commuting diagram in Fig. 2.

**Lemma 1 (Parametric probabilistic reachability soundness).** Let $\mathcal{P} = (S, s_0, X, P, T)$ be a PMC, $u$ be a well-defined evaluation for $\mathcal{P}$, and $\varepsilon$ be the output of the parametric probabilistic reachability algorithm by Hahn et al. [26] for $\mathcal{P}$ and $T$. Then, $\Pr_{\mathcal{P}^u}(s_0, T) = \varepsilon[X/u]$.

**Proof.** The algorithm by Hahn et al. [26] is based on eliminating states until only the initial and the target ones remain. Its proof consists of showing that each elimination step preserves the reachability probability. We refer the reader to the work by Hahn et al. [26] for more details on the algorithm itself and the proof mechanics. □

2.3. **Algebraic Decision Diagrams**

An Algebraic Decision Diagram (ADD) [4] is a data structure that encodes $k$-ary Boolean functions $\mathbb{B}^k \to \mathbb{R}$. As an example, Fig. 3 depicts an ADD representing a binary function $f$. Each internal node in the ADD (one of the circular nodes) marks a decision over a single parameter. Function application is achieved by walking the ADD along a path that denotes this decision over the values of actual parameters: if the parameter represented by the node at hand is 1 (true), we take the solid edge; otherwise, if the actual parameter is 0 (false), we take the dashed edge. The evaluation ends when we reach a terminal node (one of the square nodes at the bottom).

In the example, to evaluate $f(1, 0)$, we start in the $x$ node, take the solid edge to node $y$ (since the actual parameter $x$ is 1), then take the dashed edge to the terminal 0.8. Thus, $f(1, 0) = 0.8$. Henceforth, we will use a function application notation for ADDs, meaning that, if $A$ is an ADD that encodes function $f$, then $A(b_1, \ldots, b_k)$ denotes $f(b_1, \ldots, b_k)$. For brevity, we also denote indexed parameters $b_1, \ldots, b_k$ as $\bar{b}$, and the application $A(\bar{b})$ by $[A]_{\bar{b}}$.

ADDs have several applications, two of which are of direct interest to this work. The first one is the efficient application of arithmetics over Boolean functions. We employ Boolean functions to represent mappings from product-line configurations (Boolean tuples) to their respective reliabilities. An important aspect that motivated the use of ADDs for this variability-aware arithmetics is that the enumeration of all configurations to perform Real arithmetics on the corresponding reliabilities is usually subject to exponential blowup. ADD arithmetics operations are linear in the input size, which, in turn, can also be exponential in the number of Boolean parameters (i.e., ADD variables), in the worst case. However, given a suitable variable ordering, ADD sizes are often polynomial, or even linear [4]. Thus, for most practical cases, ADD operations are more efficient than enumeration.

$$f(x, y) = \begin{cases} 
0.9 & \text{if } x \land y \\
0.8 & \text{if } x \land \neg y \\
0 & \text{otherwise}
\end{cases}$$

Fig. 3. ADD $A_f$ representing the Boolean function $f$ on the left.
An arithmetic operation over ADDs is equivalent to performing the same operation on corresponding terminals of the operands. Thus, we denote ADD arithmetics by corresponding real arithmetics operators. Formally, given a valuation for Boolean parameters $\vec{b} = b_1, \ldots, b_k \in \mathbb{B}^k$, it holds that:

1. $\forall \in \{+,-,\cdot,\div\} \cdot (A_1 \circ A_2)(\vec{b}) = A_1(\vec{b}) \circ A_2(\vec{b})$
2. $\forall i \in \mathbb{N} \cdot A_i(\vec{b}) = A_i(\vec{b})$

The second application of interest is the algorithmic encoding of the result of an if-then-else operation over ADDs again as another ADD. For the ADDs $A_{\text{cond}}, A_{\text{true}},$ and $A_{\text{false}}$, we define the ternary operator ITE (if-then-else) as

$$\text{ITE}(A_{\text{cond}}, A_{\text{true}}, A_{\text{false}})(c) = \begin{cases} A_{\text{true}}(c) & \text{if } A_{\text{cond}}(c) \neq 0 \\ A_{\text{false}}(c) & \text{if } A_{\text{cond}}(c) = 0 \end{cases}$$

More details on the algorithms for ADD operations are outside the scope of this work and can be found elsewhere [4].

3. Markov-chain models of product lines

Reliability analysis, in our setting, is the application of probabilistic model checking to a probabilistic model of a software system. However, for a product line, it may not be feasible to manually model each product (i.e., its probabilistic model) and then analyze it, due to exponential blowup. Hence, we model the product line as a whole in terms of its common and variable behavior, to enable the automatic derivation of probabilistic models corresponding to the behavior of each product of the product line. Such variable behavioral models have properties that allow them to be used with different analysis strategies, as we will show in Section 4. Although we show and use precise definitions of the resulting models, it is outside the scope of this work to present modeling techniques to create them. Models can be produced, for example, by using behavioral UML diagrams annotated with component reliabilities [22,41] or feature-oriented formalisms [9].

Since single-product analysis relies on DTMCs to model software behavior, we use PMCs to represent DTMC variability in product-line analysis. To illustrate our approaches to variability representation and product-line analysis, yet without loss of generality, we rely on an example product line of beverage vending machines (Fig. 4), slightly modified from the examples in the work by Ghezzi and Molzam Sharifloo [22] and Classen et al. [14]. This product line consists of models of vending machines that are able to deliver tea or soda (but never both) and, for each case, there is a beverage-specific optional behavior of adding a certain quantity of lemon juice.

The feature model for this product line is depicted in Fig. 4a, where Soda and Tea are alternative features (i.e., they cannot be simultaneously present in a feature selection) representing the behaviors of serving soda and tea, respectively. Since adding lemon to a beverage is an optional behavior, it is modeled by the optional feature Lemon. If a product is generated with the feature selection {Soda} (i.e., Lemon is not selected), a possible model of its probabilistic behavior is depicted in Fig. 4b. If the feature selection is {Tea, Lemon}, the derived product has a probabilistic behavioral model as in Fig. 4c.

In both example DTMCs, transitions indicate a change in the machine’s execution state, with probabilities representing the reliabilities of the corresponding execution steps. These reliabilities are usually taken to be the probabilities that the
software components responsible for each step will successfully produce the expected outcome. In this sense, one can notice most states have two outgoing transitions: one representing success and another representing failure. The states with only one outgoing transition may be seen as execution control handoffs. Also, to help us identify variation points, states are labeled according to the behavior they model and are correspondingly colored. Label $c$ denotes common behavior (present in all products), while $s$ and $t$ denote behaviors introduced by features $\text{Soda}$, and $\text{Tea}$, respectively. States labeled $t_1$ correspond to the behavior of adding lemon to tea, that is, they only exist in products derived by a feature selection with both features $\text{Tea}$ and $\text{Lemon}$.

As with source code, the way variability is represented as PMCs and the way products (i.e., DTMCs) are generated from the resulting variable assets can be classified in two main categories: annotation-based (or annotative) and composition-based (or compositional) [29,1]. We now discuss both kinds of models, since each will play a role in the analysis strategies presented in Section 4. We also present a correspondence between compositional and annotative models in Section 4.4.

### 3.1. Annotative models

To represent the variable behavior of a product line in an annotative way, we use a PMC in which variables are interpreted as configuration-specific behavior selectors. Such a PMC for the vending machine product line is shown in Fig. 5, where we introduce blue dashed states to represent configuration-specific behavior selection. For instance, to represent the variability for $\text{Tea}$-related behavior, we introduce a state labeled $\text{sel}_t$, which transitions to $t_0$ (not shown) with probability 1, if it is present, or transitions to the point right after the same behavior (a state correspondingly labeled $\text{aft}_t$) with probability 1, if it is absent. This mutually exclusive selection is represented by labeling transitions with the expressions $t$ and $1 - t$, such that evaluating $t$ as 1 yields the expected “present” behavior, while evaluating it with 0 yields the “absent” behavior. The same approach is also applied to the behavior corresponding to adding lemon to tea. Some states of the model for serving tea, as well as the behaviors corresponding to $\text{Soda}$ and its lemon-adding variant, are omitted for brevity. The whole model can be seen in Fig. A.1.

We generalize and formally define this annotative approach of variability representation as follows.

**Definition 4 (Annotative PMC).** An annotative PMC is a PMC $(S, s_0, X, P, T)$ such that for all states $s \in S$, either:

1. $\forall s' \in S : P(s, s') \in [0, 1] \land P(s, s) = 1$ (the probabilities of all outgoing transitions are constants that add up to 1); or
2. $\exists_{s_0, a_0, \epsilon \in S} \exists_{x \in X} \cdot \text{Succ}(s) = [s_0, a_0] \land P(s, s_0) = x \land P(s, a_0) = 1 - x$ (there are exactly two outgoing transitions, whose probabilities are expressed as a single variable and its complement).

The states in Fig. 5 that fall in the second case are $\text{sel}_t$ and $\text{sel}_s$ (as well as $\text{sel}_a$ and $\text{sel}_l$), which are not shown), while all others fall in the first case. Each variable of an annotative PMC denotes the presence of a given behavior in a product. The intended semantics is that the sets of states and transitions giving rise to the denoted behavior will be reachable within the model if, and only if, its corresponding variable evaluates to 1.

For such an annotative PMC to represent the variable behavior of a product line with feature model $FM$, we must be able to use it to derive the behavioral model of any product generated by a configuration $c \in FM$. However, the use of a PMC by itself does not help with restricting the possible evaluations to achieve that. Evaluating the introduced variables with values other than 0 and 1 may yield ill-formed DTMCs (e.g., violating the stochastic property). Also, a variable should evaluate to 1 if, and only if, the presence condition of the subsystem whose behavior is controlled by this variable is satisfied. Hence, we need to constrain evaluations of this annotative PMC to reflect the corresponding feature model and presence conditions.

The first step towards this goal is to formalize what presence conditions mean in the context of variable behavioral models. Thus, let $p_x$ be the presence condition for the behavior identified by $x$. In our vending machine example, we would have $p_t = \text{Tea}$, $p_l = \text{Tea} \land \text{Lemon}$, $p_s = \text{Soda}$, and $p_h = \text{Soda} \land \text{Lemon}$. To precisely associate a variable to a presence

---

5 The states $\text{sel}_t$ and $\text{aft}_t$ are analogous to the `#ifdef` and `#endif` macros of the C preprocessor, usually seen in preprocessor-based product lines.
condition, we define a higher-order function that maps a variable to a Boolean function over the features (see Section 2.1), which we call presence function.

**Definition 5 (Presence function).** Given a set $X$ of variables and a feature model $FM$, a presence function is a function $p : X \to \mathbb{B}$ such that, for all $x \in X$ and all $c \in \mathbb{B}$,

$$p(x)(c) = \begin{cases} 1 & \text{if } c \models p_x \text{ (presence condition is satisfied)} \\ 0 & \text{otherwise} \end{cases}$$

where $p_x$ is the presence condition associated with the variable $x$ and $c \models p_x$ means that the configuration $c$ satisfies $p_x$.

Next, we must be able to use the feature model to define evaluations. For instance, the annotative PMC for the vending machine product line would allow serving both tea and soda, if both $t$ and $s$ were evaluated to 1. However, this behavior is forbidden by the feature model, which states that Tea and Soda are alternative features. By incorporating knowledge of the feature model to evaluations, we can model all variant behavior as if it were optional and enforce the constraints of alternative and OR features when evaluating the PMC. The solution to this problem are higher-order functions complying to the following definition of an evaluation factory.

**Definition 6 (Evaluation factory).** Given a feature model $FM$ and a set $X$ of variables, an evaluation factory $w : [FM] \to X \to \mathbb{R}$ is a function that, for a given configuration $c \in [FM]$, yields an evaluation $w(c)(x) \in X \to \mathbb{R}$.

At this point we have defined what we mean by an annotative PMC as well as an abstract means to constrain possible evaluations to the ones that make sense in the context of a given product line. For the particular case of annotative PMCs, an evaluation factory must generate evaluations that interpret variables as presence values and according to the presence conditions. Thus, we need to interpret the set $\{0, 1\}$ of numbers as the set $\mathbb{B}$ of Boolean values and restrict the generated evaluations to have this set as image. With this in mind, we define an annotative probabilistic model as follows:

**Definition 7 (Annotative probabilistic model).** An annotative probabilistic model is a tuple $(\mathcal{P}, p, w, FM)$ such that:

- $\mathcal{P} = (S, s_0, X, P, T)$ is an annotative PMC (Definition 4);
- $FM$ is a feature model;
- $p : X \to [FM] \to \mathbb{B}$ is a presence function (Definition 5); and
- $w$ is an evaluation factory (Definition 6) such that, for all $c \in [FM]$ and $x \in X$,

$$w(c)(x) = \begin{cases} 1 & \text{if } p_x(c) = 1 \\ 0 & \text{otherwise} \end{cases}$$

**Remark 1 (Pointwise definition of $w$).** For practical purposes, it is worth noting that the right-hand sides of the definitions of $w$ (Definition 7) and of the presence function $p$ (Definition 5) are the same. That is, one can operationalize $w$ as $w(c)(x) = p_x(c)$, so the annotative evaluation factory could be uniquely determined from an annotative PMC $\mathcal{P}$, a presence function $p$, and a feature model $FM$. Nonetheless, we keep $w$ as part of the annotative model tuple for uniformity, since it is the annotative counterpart of the composition factory $w'$ in a compositional probabilistic model (Definition 17). The definitions of the presence function and the annotative evaluation factory are only similar because the set of Real values in the image of the possible evaluations (i.e., $\{0, 1\}$) in the annotative case correspond to our Real encoding of Boolean values.

Starting with such an annotative model, the derivation of a specific behavioral model of a product with configuration $c \in [FM]$ is then carried out by applying the evaluation $w(c)$ to the underlying PMC $\mathcal{P}$. Since PMC evaluation is not restricted to annotative PMCs, we define this process of DTMC derivation (which is the basis for product derivation) without resorting to the just defined concept of annotative models.

**Definition 8 (DTMC derivation).** Given a PMC $(S, s_0, X, P, T)$, a feature model $FM$, and an evaluation factory $w : [FM] \to X \to \mathbb{R}$, the DTMC derivation function $\pi : PMC_X \times ([FM] \to X \to \mathbb{R}) \times [FM] \to DTMC$ is such that

$$\pi(\mathcal{P}, w, c) = \mathcal{P}_{w(c)}$$

where $PMC_X$ is the set of PMCs with variables set $X$. For brevity, we can also note $\mathcal{P}^w$ to mean $\pi(\mathcal{P}, w, c)$.

Note that the analysis methods we exploit in this work rely on evaluations being well-defined (Definition 2). This is where the restrictions we imposed on annotative models come into play: the evaluation factory of an annotative model always yields well-defined evaluations for the underlying annotative PMC.
Lemma 2 (Evaluation well-definedness for annotative models). For every annotative model \((\mathcal{P}, p, w, FM)\), \(w(c)\) is a well-defined evaluation for \(\mathcal{P}\), for all \(c \in [FM]\).

Proof. By definition of well-defined evaluation for a PMC \(\mathcal{P} = (S, s_0, X, P, T)\) (Definition 2), an evaluation \(u\) is well-defined iff \(\mathcal{P}_u\) obeys the stochastic property and \(P_u\) assigns a valid probability value to each transition. That is, \(\forall s \in S \cdot P_u(s, \text{Succ}(s)) = 1\) and \(\forall s, s' \in S \cdot P_u(s, s') \in [0, 1]\).

From Definition 7, \(\mathcal{P}\) is an annotative PMC (Definition 4), so states with no variability (Case 1) satisfy the needed properties by definition. For states \(s\) with variability (Case 2), it holds that

\[
\exists s_1, s_2 \in S \exists x \in X \cdot \text{Succ}(s) = \{s_1, s_2\} \land P(s, s_1) = x \land P(s, s_2) = 1 - x
\]

Let us consider each property whenever \(u = w(c)\):

**Stochastic property.** By definition,

\[
\sum_{s' \in \text{Succ}(s)} P_{w(c)}(s, s') = P_{w(c)}(s, s_1) + P_{w(c)}(s, s_2)
\]

\[
= P(s, s_1)[X/w(c)] + P(s, s_2)[X/w(c)]
\]

\[
= x[X/w(c)] + (1 - x)[X/w(c)]
\]

\[
= w(c)(x) + (1 - w(c))(x)
\]

\[
= 1
\]

**Valid probabilities.** From Definition 7, we have that for every \(c \in [FM]\), the image of \(w(c)\) is \([0, 1] \subseteq [0, 1]\). Hence, either \(P_{w(c)}(s, s_1) = 1 \land P_{w(c)}(s, s_2) = 0\) or \(P_{w(c)}(s, s_1) = 0 \land P_{w(c)}(s, s_2) = 1\). That is, all possible transition probabilities lie in the \([0, 1]\) interval.

As there is no other case to consider, \(P_{w(c)}\) satisfies the required properties. Thus, \(w(c)\) is well-defined for \(\mathcal{P}\). \(\square\)

In summary, an annotative probabilistic model represents all products of the product line, relying on presence conditions to define which parts have to be removed to derive a concrete product model. Because of that, this type of model is also known as 150% model [24], metaproduct [48], variant simulator [45], or product simulator [2].

### 3.2. Compositional models

A compositional representation of variable configuration-specific behavior consists of a hierarchy of PMCs whose variables represent variation points, such that they can be composed with one another at predefined locations. To model a product line in this way, we start with a PMC comprising all common behavior, while abstracting all variable configuration-specific behavior. We then model each abstracted behavior as a DTMC, if it presents no further variability, or as another PMC, otherwise. In the latter case, we follow the same procedure to abstract inner variation points, until all behavior is modeled.

Fig. 6 illustrates this concept. For the vending machine example, the top-level PMC \(\mathcal{P}_\top\) would be as in Fig. 6a. In this PMC, we introduce triples of dashed states that act as placeholders for the abstracted behavior. We call these states and corresponding transitions slots. For instance, the top-level PMC in Fig. 6a has two slots, abstracting the behaviors of serving tea and soda. The tea slot consists of two elements: (a) the set of states \(c_{\text{tea}}\), \(c_{\text{err}}\), and \(c_{\text{ter}}\), representing the initial, success, and error states in the abstracted behavior, respectively; and (b) two transitions, annotated with the expressions \(t\) and \(1 - t\), denoting the probabilities of success and failure of this behavior, respectively. This way, we not only use the variable \(t\) as a slot identifier, but give it the possibility to be interpreted as the reliability of the tea behavior.

Note that, despite being alternatives, the behaviors of serving tea and soda are both represented in this PMC. This parametric model, by itself, does not prohibit the behavior of serving tea and soda subsequently. Like in the annotative representation of the vending machine (Fig. 5), we do not enforce the rules of the feature model in the PMC itself. Instead, we ensure valid combinations of features during the composition process, as we shall see later.

Fig. 6b shows the PMC \(\mathcal{P}_l\) for the tea behavior, in which we use a slot to abstract the optional lemon-adding behavior, whose behavior is modeled by the PMC \(\mathcal{P}_{l}\) in Fig. 6c. Since this tea-lemon PMC has no variability, it is in fact a regular DTMC. We omit the PMCs for serving soda (\(\mathcal{P}_s\)) and for adding lemon to soda (\(\mathcal{P}_s\)), for brevity, but the complete example can be seen in Fig. A.2 (Appendix A).

Formally, we define a compositional PMC as a PMC in which transition probabilities depend on the value of some probabilistic reachability property of other PMCs. For a PMC defined this way, possible evaluations map variables to real numbers within the interval \([0, 1]\), instead of the binary set \([0, 1]\) used for an annotative model (see Definition 6). To compose PMCs modeled this way with one another, we augment the definition of a PMC with explicit mentions of success and error states.

**Definition 9 (Compositional PMC).** A compositional PMC \(\mathcal{P}\) is a tuple \((S, s_0, s_{\text{surr}}, s_{\text{err}}, X, P, T)\), where:
\*\* is a set of states, \(s_0 \in S\) is the initial state, \(X\) is a set of variables, and \(P\) is a transition probability matrix, such that \((S, s_0, X, P, T)\) is an annotative PMC (see Definition 4).

- States \(s_{\text{succ}}, s_{\text{err}} \in S\) are called success and error states, respectively. Together with the initial state, \(s_0\), they define the interface of the compositional PMC: \(\text{interface}(P) = \{s_0, s_{\text{succ}}, s_{\text{err}}\}\) (solid box around PMCs in Fig. 6).
- \(T = \{s_{\text{succ}}\}\). That is, \(s_{\text{succ}}\) is the only target state.
- The success and error states are the only bottom strongly connected components [5] in \(P\), that is:
  - Once one of them is reached, no other state is ever reachable; and
  - They are the only states satisfying this property.

This restriction ensures that we model all executions as either successful (if the success state is reached) or non-successful (if the error state is reached).

Definition 9 builds on Definition 4 to define the structure of compositional PMCs, but the intended semantics of variables in this type of parametric Markov chain is different from the corresponding semantics in an annotative PMC. In a compositional PMC, the condition that the outgoing transitions of a given node are either all constant or all variable (inherited from Definition 4) relates to the concept of slots, whereas annotative PMCs treat variable transitions as behavioral switches. Informally, a slot for the variable \(x\) (dashed boxes in Fig. 6) marks the part of a product's behavior where a configuration-specific behavior (identified by \(x\)) takes place. Note that there can be more than one slot for a given behavior.

**Definition 10 (Compositional PMC slot).** For a compositional PMC \(P = (S, s_0, s_{\text{succ}}, s_{\text{err}}, X, P, T)\), a slot for \(x \in X\) is a triple \((s_{x_0}, s_{x_{\text{succ}}}, s_{x_{\text{err}}}\) ), where:

- \(s_{x_0}, s_{x_{\text{succ}}}, s_{x_{\text{err}}} \in S\);
- \(\text{Suc}(s_{x_0}) = \{s_{x_{\text{succ}}}, s_{x_{\text{err}}}\}\);
- \(P(s_{x_0}, s_{x_{\text{succ}}}) = X \land P(s_{x_0}, s_{x_{\text{err}}}) = 1 - x\).

The set of slots for \(x\) in \(P\) is denoted by \(\text{slots}_P(x)\), and the set of states belonging to any slot in \(\text{slots}_P(x)\) is given by \(\text{slotStates}_P(x) = \{s \in S \mid \exists s_{x_0} \in \text{slots}_P(x) \cdot s \in s_{x_0}\}\). We extend these definitions for the set of all slots in \(P\) for any variable in \(X\) \((\text{slots}_P(X))\) and the set of states belonging to any slot in that set \((\text{slotStates}_P(X))\).
With compositional PMCs at hand, we need to be able to derive a DTMC, modeling the behavior of a given product of the product line, as in Section 3.1. Before we can handle the product-line aspect, we must define the mechanics of PMC composition. The intuition is that composition is achieved by connecting the interface (solid outer box) of a compositional PMC $P'$ to the slots (dashed boxes) in a compositional PMC $P$ that are meant to abstract the behavior in $P'$, that is, slots$^P(x)$ (see Fig. 7).

**Definition 11 (Partial PMC composition).** Given a compositional PMC $P = (S, s_0, s_{succ}, s_{err}, X, P, T)$ and a variable $x \in X$, assume that $x$ occurs only once in $P$, and let $P' = (S', s'_0, s'_{succ}, s'_{err}, X', P', T')$ be a compositional PMC to be composed on that single slot marked by $x$. The partial PMC composition $P[x/P']$ is a compositional PMC $P'' = (S'', s''_0, s''_{succ}, s''_{err}, X'', P'', T'')$ such that:

- $S'' = S \sqcup S'$, where $\sqcup$ denotes the disjoint union operator (all states are disjointly merged);
- $s''_0 = s_0$, $s''_{succ} = s_{succ}$, and $s''_{err} = s_{err}$ (the interface of $P$ is preserved);
- $X'' = X \setminus \{x\} \cup X'$ (the occurrence of $x$ is replaced by a copy of $P'$, whose variables are those of $X'$);
- $T'' = T$ (target states of the base PMC are preserved);
- $P''$ is such that:
  - $P''(s''_0, s''_0) = 1$ (new transition from a slot’s initial state to the initial state of the corresponding composed PMC)
  - $P''(s''_{succ}, s'_{succ}) = 1$ (new transition from the success state of a composed PMC to the success state of the corresponding slot)
  - $P''(s''_{err}, s'_{err}) = 1$ (new transition from the error state of a composed PMC to the error state of the corresponding slot)
  - $P''(s''_{succ}, s''_{err}) = 0$ (slot’s success transition is removed)
  - $P''(s''_{err}, s''_{succ}) = 0$ (slot’s error transition is removed)
  - $P''(s''_{succ}, s''_{succ}) = 0$ (success loops from composed PMCs are removed)
  - $P''(s''_{err}, s''_{err}) = 0$ (error loops from composed PMCs are removed)

- For all remaining combinations of $s_1, s_2 \in S''$:

$$
P''(s_1, s_2) =
\begin{cases}
  P(s_1, s_2) & \text{if } s_1, s_2 \in S \setminus \text{slotStates}^P(x) \\
  P'(s_1, s_2) & \text{if } s_1, s_2 \in S' \\
  0 & \text{otherwise}
\end{cases}
$$

In summary, transitions among slot states of $P$ are removed as well as the looping transitions from success and error absorbing states of $P'$. Then, slot states are connected to respective interface states, yielding a partially composed PMC. This process is illustrated in Fig. 7c, which depicts the partial composition of the compositional PMC $P'$ (Fig. 7b) into $P$ (Fig. 7a) from the perspective of a single slot. New transitions are green bold, while red dashed transitions are the ones
suppressed during composition. We say this transformation is partial because slots for variables other than \( x \) are not subject to composition.

Since there might be more than one slot for a given variable, we extend the concept of partial composition to mean the composition of \( n \) renamings of a given compositional PMC \( \mathcal{P} \) into each of the \( n \) slots for a single variable \( x \) in another compositional PMC \( \mathcal{P} \). A full (total) composition is then obtained by composing PMCs over all slots in a given base compositional PMC at once. Such a composition relies on a composition function—a function \( u^\prime : X \rightarrow \mathcal{P} \) that yields a compositional PMC \( \mathcal{P} \in \mathcal{P} \) to compose in the corresponding slots for any given variable. The detailed definitions of PMC renaming (Definition 32) and total PMC composition (Definition 33) are presented in Appendix B.3.

In a composition, slots mark locations where behavioral model fragments (i.e., other compositional PMCs) can be inserted to expand the base behavior. However, nothing so far prevents composition to happen at arbitrary slots (e.g., composing the behavior of adding lemon to soda in the slot for \( t \), which was meant to represent the behavior of serving tea). Thus, we need a way to relate slots and the intended abstracted configuration-specific behaviors. We do so by naming compositional PMCs with the same variables that are used in the slots that mark their places, by means of an identifying function.

**Definition 12 (Identifying function).** Let \( \mathcal{P} = \{P_1, \ldots, P_n\} \) be a finite set of compositional PMCs \( P_i \), each with a set \( X_i \) of variables, where \( i \in \{1, \ldots, n\} \). An identifying function is a bijection \( idt : \mathcal{P} \rightarrow I \), where \( I \supset \bigcup_{i} X_i \) is a set of variables that contains all variables in the compositional PMCs \( P_i \).

Since \( idt \) is a bijection, the set \( I \) of identifiers must have the same cardinality as \( \mathcal{P} \). In practical terms, we arbitrarily identify PMCs that do not directly correspond to an abstracted behavior (i.e., those that are not directly referred by variables in other PMCs). This is the case of top-level PMCs, which are mainly composed of states that are shared between the behaviors of all products. For the vending machine product line (Fig. A.2, summarized in Fig. 6), for which \( \mathcal{P} = \{P_{\top}, P_i, P_s, P_h\} \), we can define \( I = \{T, t, t_i, s, s_i\} \) and, correspondingly, \( idt = \{P_{\top} \mapsto T, P_i \mapsto t, P_s \mapsto t_i, P_h \mapsto s, P_h \mapsto s_i\} \).

An identifying function induces a dependency relation over PMCs, based on their names and the variables they employ to abstract behavior in slots. If we denote this relation by \( \prec \), in the vending machine example, we can say that \( P_{\top} \prec P_i \prec P_{\top} \), meaning \( P_{\top} \) depends on \( P_i \), which, in turn, depends on \( P_{\top} \). Also, \( P_h \prec P_s \prec P_{\top} \). Fig. 8a illustrates this dependency relation as a dependency graph, in which edges are labeled according to the variables identifying the respective dependencies. There should be no infinite descending chain under this relation, because otherwise one would infinitely compose PMCs and never get a DTMC as a result. This could happen as a modeling error, for instance, as introduced by the hypothetical dashed red cyclic dependency in Fig. 8b. Hence, we require the dependency relation among compositional PMCs to be well-founded, meaning there can be no infinite sequence \( P_1, P_2, P_3, \ldots \) such that \( \forall_{i \geq 1} P_{i+1} \prec P_i \). This also prohibits cyclic dependencies, since they would allow infinite chains.

**Definition 13 (Dependency relation induced in compositional PMCs).** Given a finite set \( \mathcal{P} = \{P_1, \ldots, P_n\} \) of compositional PMCs \( P_i \), each with a set \( X_i \) of variables, and a corresponding identifying function \( idt : \mathcal{P} \rightarrow I \), the binary relation \( \prec : \mathcal{P} \times \mathcal{P} \) is the well-founded dependency relation induced by \( idt \) and by the use of variables in the \( P_i \). That is,

\[
\forall P_i, P_j \in \mathcal{P} \cdot idt(P_j) \in X_i \iff P_j \prec P_i
\]

We read \( P_j \prec P_i \) as “\( P_i \) depends on \( P_j \)".

A consequence of this definition is that, in a finite set of compositional PMCs with an identifying function, there must be, at least, one PMC that depends on no other and has no variability whatsoever (a minimal PMC), and, at least, one PMC on which no other depends (a maximal PMC). In the vending machine (Fig. A.2), the minimal PMCs are \( P_{\top} \) and \( P_h \), while \( P_{\top} \) is the single maximal PMC.

**Definition 14 (Minimal and maximal compositional PMCs).** Given a set \( \mathcal{P} \) of compositional PMCs, an identifying function \( idt \), and the corresponding induced well-founded relation \( \prec \), a compositional PMC \( P \in \mathcal{P} \) is called minimal if
Definition 6. The set \( T = \{ c_{\text{tea}}, c_{\text{water}}, c_{\text{milk}} \} \) would not be closed under a \( P \) as \( \neg c_{\text{tea}} \rightarrow \neg c_{\text{water}} \rightarrow \neg c_{\text{milk}} \) does not hold. Consequently, we cannot use \( P \) to compose \( P \). Hence, we define an \textit{observable} behavior \( \Rightarrow \) as \( \Rightarrow \) \( \subseteq \) \( \rightarrow \) \( \setminus \{ \text{tea, water, milk} \} \). We say \( \Rightarrow \) is \textit{observable} if \( \Rightarrow \) is \textit{irreducible}.

Definition 7. A \textit{compositional} model \( P \) is \textit{observable} if \( \Rightarrow \) is \textit{pure}\( \Rightarrow \) and \( \Rightarrow \) is \textit{maximal} if \( \Rightarrow \) is \textit{observable}.

Definition 8. A \textit{compositional} model \( P \) is \textit{pure} if \( \Rightarrow \) is \textit{maximal} and \( \Rightarrow \) is \textit{observable}.

Definition 9. A \textit{compositional} model \( P \) is \textit{maximal} if \( \Rightarrow \) is \textit{maximal} and \( \Rightarrow \) is \textit{pure}.

Fig. 9. Feature disabler compositional PMC \( P_\perp \).

\[
\exists P' \in \mathcal{P} : P' \prec P
\]

Conversely, \( P \in \mathcal{P} \) is called \textit{maximal} iff

\[
\nexists P' \in \mathcal{P} : P < P'
\]

Maximal PMCs can be seen as models of top-level behavior in a system, such as the main tasks usually represented by UML activity diagrams. In an automation software charged with managing different workflows, for instance, one could model each of the workflows as a separate behavior with internal variability, thus yielding as many maximal PMCs as there are tasks to accomplish. The number of maximal PMCs in a compositional model is mainly a modeling decision, and analyzing the whole product line amounts to analyzing each of these top-level behaviors. Thus, without loss of generality, we consider models that have only one maximal PMC,\(^6\) which we denote by \( P_\perp \).

After composition, the variability in a compositional PMC is replaced by the variabilities of the PMCs composed into it. That is to say, the set of variables of the resulting compositional PMC is given by \( \bigcup_{i=1}^{I} X_i \), the set of variables in all composed PMCs. In the vending machine (Fig. 6), for instance, if we compose the tea PMC \( P_\text{t} \) (Fig. 6b) into the top-level PMC \( P_\perp \) (Fig. 6a) using the slot \( (c_{\text{tea}}, c_{\text{water}}, c_{\text{milk}}) \), the resulting compositional PMC \( P_\perp[t/P_\text{t}] \) will no longer have variable \( t \), but will have a new variable \( t_i \), stemming from \( P_\text{t} \). Consequently, to derive a product, one has to recursively perform the composition operation until a plain DTMC is returned.

This recursive approach to derive a product by composition relies on an identifying function \textit{idt} to assign PMCs to slots corresponding to their identifiers. This composition depends upon satisfaction of a presence condition. Thus, before we can properly define this approach of \textit{derivation by composition}, we must define how to proceed with composition in the case that the presence condition of a model to be composed is not satisfied. We achieve this result by composing the \textit{feature disabler} compositional PMC, depicted in Fig. 9. This compositional PMC models an always successful behavior, so composing it would not affect the overall reliability of the base model.

**Definition 15 (Feature disabler compositional PMC).** The feature disabler compositional PMC, \( P_\perp = (S, s_0, s_{\text{suc}}, s_{\text{err}}, X, P, T) \), is a compositional PMC such that:

- \( S = \{ s_0, s_{\text{suc}}, s_{\text{err}} \} \)
- \( X = \emptyset \)
- \( P(s_0, s_{\text{succ}}) = 1, P(s_{\text{suc}}, s_{\text{suc}}) = 1 \), and \( P(s_{\text{err}}, s_{\text{err}}) = 1 \). Otherwise, for \( s, s' \in S \), \( P(s, s') = 0 \)
- \( T = \{ s_{\text{suc}} \} \)

Similar to what we have achieved with evaluation factories (Definition 6), we need to constrain the possible compositions to ones that respect both: (a) satisfying presence conditions and (b) matching of slots and compositional PMCs via an identifying function. To enable this, we define a \textit{composition factory} as a higher-order function that constrains compositions based on possible configurations of the modeled product line. This is the basis of product derivation.

**Definition 16 (Composition factory).** Given a set \( \mathcal{P} \) of compositional PMCs, a set \( I \) of identifiers that is a superset of the variables used in slots, and a feature model \( [FM] \), a composition factory \( w' : [FM] \rightarrow I \rightarrow DTMC \) is a function that, for a given configuration \( c \in [FM] \), yields a composition function \( w'(c) : I \rightarrow DTMC \).

To populate this definition with concrete composition factories, we fix the set \( I \) of identifiers as well as an identifying function, thus inducing a dependency relation that establishes which models should be composed to get a probabilistic model for a desired product. This way, a \textit{compositional model} of a product line is a set of compositional PMCs closed under this dependency relation.

**Definition 17 (Compositional probabilistic model).** A compositional probabilistic model for a product line with feature model \( FM \) is a tuple \( (\mathcal{P}, \prec, I, idt, p, w', FM) \), where:

\(^6\) The existence of minimal and maximal PMCs follows from the well-foundedness of \( \prec \). More details are available at Appendix B.1.
• $\mathcal{P} = \{\mathcal{P}_1, \ldots, \mathcal{P}_n\}$ is a finite set of compositional PMCs $\mathcal{P}_i = (S_i, s_{i_0}, s_{i_{bat}}, s_{i_{alt}}, X_i, P_i, T_i)$ (Definition 9).

• $I$ is a set of variables, such that $I \supseteq \bigcup \mathcal{P}_i$, and $|I| = |\mathcal{P}|$. These variables are a superset of all variables in the compositional PMCs in $\mathcal{P}$.

• $\text{idt} : \mathcal{P} \rightarrow I$ is an identifying function for $\mathcal{P}$ (Definition 12).

• $\prec : \mathcal{P} \times \mathcal{P}$ is the well-founded dependency relation induced by $\text{idt}$ and $\mathcal{P}$ by the use of variables in the compositional PMCs $\mathcal{P}_i$ (Definition 13).

• $FM$ is a feature model.

• $p : I \rightarrow [[FM]] \rightarrow \mathbb{N}$ is a presence function (Definition 5) denoting presence conditions satisfaction.

• $w'$ is a composition factory (Definition 16) recursively defined as

$$w'(c)(x) = \begin{cases} \mathcal{P}_i[x_1/w'(c)(x_1), \ldots, x_k/w'(c)(x_k)] & \text{if } p(x)(c) = 1 \\ \mathcal{P}_i & \text{otherwise} \end{cases}$$

where $\mathcal{P}_i \in \mathcal{P}$, $\text{idt}(\mathcal{P}_i) = x \in I$, and $X_i = \{x_1, \ldots, x_k\}$.

This definition allows us to model the behavior of a product line in a compositional way. To leverage this model for product-line analysis, we define a way to derive a DTMC that is consistent with the behavior of a product generated using the same configuration.

Definition 18 (Derivation by composition). Given a compositional model $(\mathcal{P}, \prec, I, \text{idt}, p, w', FM)$ and a compositional PMC $\mathcal{P} \in \mathcal{P}$ with a set $X$ of variables, the DTMC derivation by composition $\pi'(\mathcal{P}, w', c)$ is defined as

$$\pi'(\mathcal{P}, w', c) = \mathcal{P}[X/w'(c)]$$

The notation is overloaded from PMC evaluation, since both are model transformations that operate on variables. Since $w'$ is defined recursively, we need to guarantee its execution terminates, which is why we require $\prec$ to be well-founded. The termination proof (Lemma 11) is presented in Appendix B.2.

4. Reliability analysis strategies

The scenario on which we focus is analyzing the reliability of all products of a product line using model checking of a probabilistic reachability property of Markov-chain models. For this task, one can choose a number of product-line analysis strategies [47]. Following the taxonomy of Thüm et al. [47], we discussed possible strategies for each of the variability representations (annotative and compositional) presented in Section 3.

Fig. 10 depicts these choices. Starting with a compositional (upper left corner) or an annotative model (upper right corner), one can follow any of the outgoing arrows while performing the respective analysis steps (abstracted as functions), until reliability is computed (either real-valued reliabilities or an ADD representing all possible values). These analysis steps can be feature-based (green solid arrows), product-based (blue dotted arrows), or family-based (red dashed arrows). Thus, the arrows form an “analysis path” (a function composition), which defines the employed analysis strategy. Furthermore, Fig. 10 is a commuting diagram (as we will demonstrate later in this section), meaning that different analysis paths are equivalent (i.e., they yield equal results) if they share the start and end points.

After choosing a variability representation, the analysis of any of the resulting models presents another choice: either variability-free models (i.e., DTMC) are derived for each configuration (function $\pi$) and then analyzed (function $\alpha$) or variability-aware analysis is applied, using some form of parametric model checking (function $\hat{\alpha}$). The first choice yields a product-based strategy (Section 4.1), whereby each variant is independently analyzed. The second one leverages parametric model checking to produce expressions denoting the reliability of PMCs in terms of their variables (Section 2.2.2). These variables carry the semantics they had in the model-checked PMC, so we correspondingly classify the resulting expressions as annotative or compositional.

Evaluating these expressions provides another choice: to evaluate the expressions for each valid configuration (function $\sigma$), yielding feature-product-based (Section 4.3.1) and family-product-based (Section 4.2.1) strategies; or to interpret the expressions in terms of ADDs (function lift), effectively evaluating them for the whole family of models at once (function $\hat{\sigma}$)—a step we call expression lifting. The latter represents feature-family-based (Section 4.3.2) and family-based (Section 4.2.2) strategies.

As an example of walking through the choices of Fig. 10, suppose we start with a compositional model (upper-left corner), perform parametric model checking (move down), and then lift the resulting expressions (move down one more step) and evaluate them (move right), reaching a reliability ADD for the family as a whole. The arrows in this path are, respectively, green solid, red dashed, and red dashed, meaning the analysis strategy is feature-family-based.

In the remaining sections, we detail each of these strategies and analysis steps with the goal of making statements about their commuting relations. Section 4.1 presents product-based analysis strategies for both annotative and compositional models, with the goal of establishing a baseline for the remaining soundness proofs. Section 4.2 discusses family-product-based and family-based analyses of annotative models. Feature-product-based and feature-family-based analysis strategies
are the subject of Section 4.3, which focuses on compositional models. Then, Section 4.4 bridges the gap between analyses of annotative and compositional models (function $\gamma$ in Fig. 10), establishing their commutativity. Finally, we leverage these results to present the novel feature-family-product-based strategy in Section 4.5.

### 4.1. Product-based strategies

Product-based analysis strategies are based on the analysis of generated products or models thereof [47]. In Section 3, we have discussed how to represent probabilistic behavioral models of product lines as PMCs, using both annotative and compositional approaches. There, we also described how to derive models of individual products, both for the annotative and the compositional approaches. The generated models are plain DTMCs, that is, their variability has been resolved at derivation time. Thus, to analyze the generated models, one only needs to model-check the non-parametric probabilistic reachability for every such model. We hereafter denote this non-parametric model checking analysis step by the following function $\alpha$.

**Definition 19** (Non-parametric model checking). The non-parametric model checking step $\alpha : DTMC \rightarrow [0, 1]$ consists of applying the algorithm by Hahn et al. [26]. For a DTMC $D = (S, s_0, P, T)$,

$$\alpha(D) = Pr^D(s_0, T)$$

Since a DTMC has no parameters, $\alpha$ yields constant functions, which we interpret as plain Real numbers.

Although there are more efficient algorithms for reliability model checking of regular (non-parametric) DTMCs, we use the algorithm by Hahn et al. [26] in the above definition for uniformity, which eases understanding. Since this algorithm is sound (Lemma 1), a working implementation of the presented theory is free to exploit another sound probabilistic reachability algorithm for performance reasons.

Now we are able to define product-based analysis for annotative and compositional models.

**Strategy 1** (Product-based analysis of annotative models). Given an annotative model $(\mathcal{P}, p, w, FM)$, a product-based analysis yields, for all $c \in [FM]$,

$$\alpha(\pi(\mathcal{P}, w, c))$$

or, alternatively,
\[ \alpha(\|\mathcal{P}\|_c^w) \]

**Strategy 2 (Product-based analysis of compositional models).** Given a compositional model \((\mathcal{P}, <, l, idt, p, w', FM)\), a product-based analysis yields, for all \(c \in [FM]\),

\[ \alpha(\pi'(\mathcal{P}_\triangledown, w', c)) \]

where \(\mathcal{P}_\triangledown\) is the maximal PMC in \(\mathcal{P}\) under \(<\).

So, a product-based analysis results in a mapping from configurations to respective reliability values, such as \(\{c \mapsto \alpha(\pi(\mathcal{P}, w, c)) \mid c \in [FM]\}\) for annotative models, for instance.

Both analysis strategies presented in this section derive models for individual products of a given product line and then apply a single-product analysis technique as is. Since single-product analyses represent the base case upon which product-line analyses are built, the product-based strategies establish a baseline for proving the soundness of other strategies.

### 4.2. Family-based strategies

According to Thüm et al. [47], a family-based analysis strategy is one that (a) operates only on domain artifacts and that (b) incorporates the knowledge about valid feature combinations. In this section, we explore this kind of strategy in the context of annotative probabilistic models, because they encode the behavior of all products of a product line in a single PMC. It is also possible to perform family-based analyses on a compositional model by first transforming it into an annotative one, but this is discussed later in Section 4.4.

First, we show how to perform an analysis that yields a reliability expression, which can in turn be evaluated for each valid configuration of the product line. This characterizes a family-product-based strategy (Section 4.2.1). Then, the aforementioned analysis is leveraged to build a pure family-based (i.e., non-iterative) strategy (Section 4.2.2). At first, it may seem counterintuitive to present the family-product-based approach before the family-based one. However, we shall see that our pure family-based approach builds upon concepts of the hybrid family-product-based approach, and that performing one or the other is a matter of choosing product-based or family-based analysis steps after a preliminary family-based step.

#### 4.2.1. Family-product-based strategy

A family-product-based strategy is a family-based strategy followed by a product-based strategy over intermediate results [47]. The preliminary family-based step of our family-product-based analysis consists of applying parametric model checking of probabilistic reachability (Section 2.2.2) of the underlying PMC of the annotative model. This step is abstracted as a function \(\tilde{\alpha}\), where the \(\tilde{\cdot}\) symbol denotes that it is a variability-aware version of the non-parametric model checking function \(\alpha\) (Definition 19).

**Definition 20 (Parametric model checking).** The parametric model checking analysis step \(\tilde{\alpha} : \text{PMC}_X \rightarrow \mathcal{F}_X\) consists of applying the algorithm by Hahn et al. [26] for probabilistic reachability, which yields a rational expression \(\epsilon \in \mathcal{F}_X\) for a PMC with variables set \(X\). For a PMC \(\mathcal{P} = (S, s_0, X, P, T)\), the input target states of the algorithm are the ones in \(T\).

After performing parametric model checking, the result of reachability analysis is an expression over the same variables as the annotative input PMC, denoting the PMC’s reliability as a function of these variables. Hence, we expect this annotative reliability expression to be evaluated using the same evaluation functions that restricted the possible behaviors in the original model. This expression evaluation, which can be seen as model derivation applied to expressions, is captured in function \(\sigma\).

**Definition 21 (Expression evaluation).** Given an expression \(\epsilon\) over a set \(X\) of variables, an evaluation factory \(w\), and a configuration \(c \in [FM]\), we define the expression evaluation function in a similar fashion as DTMC derivation:

\[ \sigma(\epsilon, w, c) = \epsilon[X/w(c)] \]

Likewise, we can use \(\|\epsilon\|_c^w\) to denote \(\sigma(\epsilon, w, c)\).

The function \(\sigma\) is applied to the reliability expression for all valid configurations of the product line, yielding the final product-based step. The resulting family-product-based approach for the analysis of annotative models is then defined as follows.
Fig. 11. Example of family-product-based analysis (\(\hat{\alpha}\) followed by \(\sigma\)) in contrast to a product-based analysis (\(\pi\) followed by \(\alpha\)) of an annotative PMC, for a configuration satisfying \(x\)'s presence condition.

**Strategy 3 (Family-product-based analysis).** Given an annotative model \((\mathcal{P}, p, w, FM)\), the family-product-based analysis yields, for all \(c \in \mathbb{J}_{FM}\),

\[
\sigma(\hat{\alpha}(\mathcal{P}), w, c)
\]

or, alternatively,

\[
[\hat{\alpha} (\mathcal{P})]^w_c
\]

Fig. 11 illustrates the family-product-based strategy in contrast with the product-based one (Section 4.1), providing an intuition for why they commute. DTMC derivation \(\pi\) and expression evaluation \(\sigma\) are both performed for a configuration \(c\) such that \(c \models p_x\). This way, \(w(c)(x) = 1\) and the reliability is 0.9801. If \(x\) was absent (i.e., \(c \not\models p_x\)), then the reliability would be 0.99.

To be considered sound, a family-product-based analysis must be equivalent\(^7\) to performing a product-based analysis of all products. This means that performing a parametric model checking step and then evaluating the resulting expression for each valid product must yield the same result as first deriving the original annotative model for each product and then performing non-parametric model checking on each resulting DTMC. To prove that this equivalence holds, we can leverage a more general result about PMCs and well-defined evaluations.

**Lemma 3 (Commutativity of PMC and expression evaluations).** Given any PMC \(\mathcal{P} = (S, s_0, X, P, T)\) and a well-defined evaluation \(u\), it holds that

\[
\alpha(\mathcal{P}[X/u]) = \hat{\alpha}(\mathcal{P})[X/u]
\]

**Proof.**

\[
\alpha(\mathcal{P}[X/u]) = \alpha(\mathcal{P}_u) \quad \text{(syntax change)}
\]

\[
= Pr^{\mathcal{P}_u}(s_0, T) \quad \text{(Definition 19)}
\]

and, since \(u\) is well-defined,

\[
= \hat{\alpha}(\mathcal{P})[X/u] \quad \text{(Lemma 1 and Definition 20)} \quad \square
\]

Using this result, we are able to express the soundness of the family-product-based approach in the following theorem.

**Theorem 1 (Soundness of family-product-based analysis).** Given an annotative model \((\mathcal{P}, p, w, FM)\), for all \(c \in \mathbb{J}_{FM}\)

\[
\alpha([\mathcal{P}]_c^w) = [\hat{\alpha} (\mathcal{P})]^w_c
\]

Alternatively, \(\alpha(\pi(\mathcal{P}, w, c)) = \sigma(\hat{\alpha}(\mathcal{P}), w, c)\).

\(^7\) Whenever two analysis strategies yield equal reliability values, we say they are \(r\)-equivalent.
Proof. Since \( w(c) \) is a well-defined evaluation (Lemma 2), we can use it to instantiate \( u \) in Lemma 3. Thus, let \( \mathcal{P} = (S, s_0, X, \mathbf{P}, T) \).

\[
\alpha([\mathcal{P}]^w) = \alpha(\mathcal{P}[X/w(c)]) \quad \text{(Definition 8)}
\]
\[
= \hat{\alpha}(\mathcal{P})[X/w(c)] \quad \text{(Lemmas 2 and 3)}
\]
\[
= [[\hat{\alpha}(\mathcal{P})]^w_c \quad \text{(Definition 21)} \quad \square
\]

As a major result, Theorem 1 states that the diagram in Fig. 12 commutes. This diagram corresponds to the upper right quadrant in Fig. 10.

4.2.2. Family-based strategy

The pure family-based strategy starts by applying parametric model checking to the given annotative model, as in the family-based step of the family-product-based strategy. However, instead of evaluating the resulting expression for each variant, we lift it to an ADD-based reliability expression, which can be evaluated for all variants at once. While an expression is evaluated with real values, a lifted expression is evaluated using ADDs, which represent Boolean functions from features to real values. Each of these ADDs encode the values that a variable can assume according to each possible configuration, also known as variational data [49]. Since this approach incorporates the knowledge of valid feature combinations, it is a family-based strategy.

Let us take the vending machine product line (Fig. A.1) as an example. Its reliability expression after parametric model checking has 8 terms, one of which is 0.124659 \( \cdot \) \( t \cdot t_i \). Starting from the evaluation factory \( w \), we can derive functions \( \psi_x \) that, for each variable \( x \), take a configuration \( c \in [[FM]] \) as input and output the corresponding value \( w(c)(x) \). For \( t \) and \( t_i \), for instance, these functions would be as follows:

\[
\psi_t(\text{Tea}, \neg \text{Soda}, \neg \text{Lemon}) = 1 \quad \psi_t(\text{Tea}, \neg \text{Soda}, \neg \text{Lemon}) = 0
\]
\[
\psi_t(\text{Tea}, \neg \text{Soda}, \text{Lemon}) = 1 \quad \psi_t(\text{Tea}, \neg \text{Soda}, \text{Lemon}) = 0
\]
\[
\psi_t(\neg \text{Tea}, \text{Soda}, \neg \text{Lemon}) = 0 \quad \psi_t(\neg \text{Tea}, \text{Soda}, \neg \text{Lemon}) = 0
\]
\[
\psi_t(\neg \text{Tea}, \text{Soda}, \text{Lemon}) = 0 \quad \psi_t(\neg \text{Tea}, \text{Soda}, \text{Lemon}) = 0
\]

Having each of these functions represented by an ADD enables the efficient computation of the reliability expression as another ADD \( \hat{r} \), representing a Boolean function that could be defined pointwise as \( \hat{r}(c) = 0.124659 \cdot \psi_t(c) \cdot \psi_t(c) \) (we omit the remaining terms for simplicity).

We now formally define expression lifting, as well as the mechanics of generating ADD-based evaluations and evaluating lifted expressions.

Definition 22 (Expression lifting). For a given rational expression \( \varepsilon \in \mathcal{F}_X \), whose semantics is a rational function \( \mathbb{R}^{[X]} \rightarrow \mathbb{R} \), and a product line with \( k \) features, we define the lifted expression \( \text{lift}(\varepsilon) = \hat{\varepsilon} \) as an expression which is syntactically equal to \( \varepsilon \), but whose semantics is lifted to a rational function \( (\mathbb{B}^k \rightarrow \mathbb{R})^{[X]} \rightarrow (\mathbb{B}^k \rightarrow \mathbb{R}) \), such that:

- The function’s inputs are \( k \)-ary ADDs.
- Polynomial coefficients are interpreted as constant ADDs (e.g., the number 5 becomes \( c \in \mathbb{B}^k \mapsto 5 \)). We denote a constant \( a \) lifted to a constant ADD as \( \hat{a} \), so that \( \hat{a}(\bar{b}) = a \) (where \( \bar{b} \) is a Boolean tuple).
- Arithmetic operators are lifted to their ADD-based counterparts.

Hence, the admitted evaluations for \( \hat{\varepsilon} \) are of type \( u : X \rightarrow (\mathbb{B}^k \rightarrow \mathbb{R}) \), so that variables are properly replaced by \( k \)-ary ADDs.
By the above definition, lifted expressions are syntactically equal to their original (non-lifted) counterparts. However, instead of using Real arithmetics, we interpret operators, constants, and variables using ADDs and ADD arithmetics (Section 2.3). These semantically lifted expressions are sound in the sense that they denote functions that, when evaluated with a given configuration, yield the same results as if the variables of the original expressions would have been individually evaluated for the same configuration.

Lemma 4 (Soundness of expression lifting). If \( \varepsilon \) is a rational expression over Real constants and variables \( x_i \in X, |X| = n, A_1, \ldots, A_n \) are ADDs, and \( \hat{\varepsilon} = \text{lift}(\varepsilon) \), then
\[
\hat{\varepsilon}[X/A_1, \ldots, x_n/A_n](\hat{b}) = \varepsilon[X/A_1(\hat{b}), \ldots, x_n/A_n(\hat{b})]
\]
where \( \hat{b} \) is a vector of \( k \) Booleans, corresponding to a selection of the \( k \) features in a given product line.

Proof. The proof is by induction on the structure of the rational expression \( \varepsilon \). The base cases are constant expressions and single variables, for which the lemma holds. We then use induction and algebraic manipulation to prove for the arithmetic case (i.e., \( \varepsilon = \varepsilon_1 \circ \varepsilon_2 \), where \( \circ \in \{+, -, \times, \div\} \)) and for exponentiation. Proof details can be found in Appendix B.4. \( \square \)

Note how a lifted expression demands a different type of evaluation, namely one that replaces variables with ADDs. To handle this interdependency, we correspondingly lift the evaluation factory.

Definition 23 (Lifted evaluation factory). Given an evaluation factory \( w \) defined over a feature model \( FM \) and a set \( X \) of variables, the factory’s lifted counterpart is a function \( \hat{w} : X \rightarrow (B^{[FM]} \rightarrow R) \) that yields an ADD for a given variable. This function is such that, for every variable \( x \in X \) and all \( c \in [FM] \),
\[
\hat{w}(x)(c) = w(c)(x)
\]
With a lifted evaluation factory, one can evaluate a lifted expression over the same set \( X \) in a variability-aware fashion. The intuition is that we valuate each variable with an ADD that encodes all the real values it may assume for any configuration of the product line.

Definition 24 (Variability-aware expression evaluation). Let \( \hat{w} \) be a lifted evaluation factory and \( \hat{\varepsilon} \) be a lifted expression. The variability-aware expression evaluation function, \( \hat{\sigma} \), is defined as
\[
\hat{\sigma}(\hat{\varepsilon}, \hat{w}) = \hat{\varepsilon}[X/\hat{w}]
\]

Remark 2. This definition of variability-aware evaluation is not restricted to reliability analysis or to the specific definitions of probabilistic models presented in this text. Indeed, one can notice that it relies on the definitions of an expression with rational function semantics and of an evaluation factory with respect to a given feature model.

Thus, we are able to prove the following theorem, which applies to product line analysis strategies that are based on expression evaluation.

Theorem 2 (Soundness of variability-aware expression evaluation). If \( \varepsilon \) is an expression and \( w \) is an evaluation factory with respect to a feature model \( FM \), let \( \hat{\varepsilon} \) and \( \hat{w} \) be their respective lifted counterparts. Then, for all \( c \in [FM] \),
\[
\hat{\sigma}(\hat{\varepsilon}, \hat{w})(c) = \sigma(\varepsilon, w, c)
\]
In other words, \( \hat{\varepsilon}[X/\hat{w}](c) = \varepsilon[X/w(c)] \).

Proof. Using \( \hat{w} \) as a substitution,
\[
\hat{\varepsilon}[X/\hat{w}] = \hat{\varepsilon}[X_1/\hat{w}(X_1), \ldots, x_n/\hat{w}(x_n)]
\]
Thus, for all \( c \in [FM] \),
\[
\hat{\sigma}(\hat{\varepsilon}, \hat{w})(c) = \hat{\varepsilon}[X/\hat{w}](c) = \hat{\varepsilon}[X_1/\hat{w}(X_1), \ldots, x_n/\hat{w}(x_n)](c) = \varepsilon[X_1/w(c)(X_1), \ldots, x_n/w(c)(x_n)](c) = \varepsilon[X/w(c)] = \sigma(\varepsilon, w, c)
\]
(Definition 24)

\( \square \)
Proof. From Definition 7, we have that

\[
  w(c)(x) = \begin{cases} 
  1 & \text{if } p(x)(c) = 1 \\
  0 & \text{otherwise}
  \end{cases}
\]

Thus, from Remark 1, \( w(c)(x) = p(x)(c) \). Also, \( p(x)(c) = \hat{p}(x)(c) \) by definition, so \( w(c)(x) = \hat{p}(x)(c) \). \( \square \)

Recalling the vending machine example, the presence conditions for the variables \( t \) and \( t_1 \) are, respectively, \( \text{Tea} \) and \( \text{Tea} \land \text{Lemon} \). Then, the ADDs \( \hat{p}(t) \) and \( \hat{p}(t_1) \) are given by the Figs. 13a and 13b, where we use the notation presented in Section 2.3. If we evaluate a lifted version of the example expression \( \varepsilon = 0.124659 \cdot t \cdot t_1 + 0.3439 \cdot t \) (2 terms from the actual reliability expression for the vending machine annotative model in Fig. A1) with \( \hat{p} \), the resulting ADD will be \( \hat{r} = 0.124659 \cdot \hat{p}(t) \cdot \hat{p}(t_1) + 0.3439 \cdot \hat{p}(t) \), as depicted in Fig. 13c. Hence, for a given configuration \( c \in [FM] \), if both \( \text{Tea} \) and \( \text{Lemon} \) are present (i.e., \( \hat{p}(t)(c) = 1 \) and \( \hat{p}(t_1)(c) = 1 \)), then \( \hat{r}(c) = 0.124659 \cdot 1 \cdot 1 + 0.3439 \cdot 1 = 0.468559 \); if only \( \text{Tea} \) is present, then \( \hat{r}(c) = 0.124659 \cdot 1 \cdot 0 + 0.3439 \cdot 1 = 0.3439 \); and if both \( \text{Tea} \) and \( \text{Lemon} \) are absent, then \( \hat{r}(c) = 0 \).

Using the result from Lemma 5, we can now express the soundness of this family-based analysis step of evaluating lifted expressions.

Theorem 3 (Soundness of expression evaluation using \( \hat{p} \)). Given an annotative model \( (\mathcal{P}, p, w, FM) \), \( \varepsilon = \hat{\alpha}(\mathcal{P}) \), and \( \hat{\varepsilon} = \text{lift}(\varepsilon) \), let \( \hat{p} \) be the encoding of the presence condition function \( p \) to yield ADDs. If we use \( \hat{p} \) as a lifted evaluation factory, then for all \( c \in [FM] \)

\[
  \left[ \hat{\sigma}(\hat{\varepsilon}, \hat{p}) \right]_c = [\varepsilon]_c^w
\]

Alternatively, \( \hat{\sigma}(\text{lift}(\varepsilon), \hat{p})(c) = \sigma(\varepsilon, w, c) \).

Proof. For a given annotative model, Lemma 5 states that \( \hat{p} \) is a sound lifted counterpart of \( w \). Hence, by Theorem 2, \( \varepsilon[X/w(c)] = \hat{\varepsilon}[X/\hat{p}](c) \). In other words, \( \left[ \hat{\sigma}(\hat{\varepsilon}, \hat{p}) \right]_c = [\varepsilon]_c^w \). \( \square \)

Fig. 14 illustrates the main result from Theorem 3. The depicted diagram, which corresponds to the lower right quadrant in Fig. 10, is commutative because of this theorem.

Now that we have all analysis steps needed, we can formally define the family-based strategy.

Strategy 4 (Family-based analysis). Given an annotative model \( (\mathcal{P}, p, w, FM) \), a family-based analysis yields

\[
  \hat{\sigma}(\text{lift}(\hat{\alpha}(\mathcal{P})), \hat{p})
\]

The result of a family-based analysis is a Boolean function encoded as an ADD. Such an analysis is sound if, and only if, it yields an ADD for which every valid configuration \( c \in [FM] \) results in the same probability as if the original annotative model had been subject to product-based analysis for the same configuration \( c \).
Theorem 4 (Soundness of family-based analysis). Given an annotative model \((P, p, w, FM)\), for all \(c \in \llbracket FM \rrbracket\) it holds that

\[
\llbracket \hat{\alpha} (\text{lift}(\hat{\alpha}(P)), \hat{p}) \rrbracket_c = \alpha(\llbracket P \rrbracket^w_c)
\]

Proof. Follows from the successive application of Theorems 3 and 1:

\[
\llbracket \hat{\alpha} (\text{lift}(\hat{\alpha}(P)), \hat{p}) \rrbracket_c = \llbracket \hat{\alpha}(P) \rrbracket_c^w = \alpha(\llbracket P \rrbracket^w_c)
\]

As a key result, Theorem 4 states that the diagrams in Fig. 15 commute. Both diagrams correspond to the right half of the one in Fig. 10.

4.3. Feature-based strategies

A feature-based analysis strategy is one that (a) operates only on domain artifacts and that (b) analyzes the artifacts belonging to each feature in isolation [47]. Compositional models describe modular behaviors that represent units of variability. A given PMC within a compositional model may represent the behavior associated with one or more features, or even model part of a given feature’s behavior (in case of behavior scattering). In this sense, analyzing individual PMCs of a compositional model can be seen as analyzing features in isolation, which is why we use this kind of probabilistic model to discuss feature-based strategies. Moreover, since our focus is on reliability, which is highly influenced by feature interactions, we cannot use a pure feature-based strategy [47]. Thus, we concentrate on feature-product-based and feature-family-based analysis strategies.

Similar to what happens with family-based strategies (Section 4.2), the feature-family-based approach builds upon concepts used by the feature-product-based strategy, and performing one or the other is a matter of choosing product-based or family-based analysis steps after a preliminary feature-based step. Because of that, we first discuss the feature-product-based strategy (Section 4.3.1), focusing on the feature-based step of applying parametric model checking to each compositional PMC to generate corresponding compositional expressions. These reliability expressions can be evaluated for every possible configuration, yielding a product-based step and giving rise to a feature-product-based strategy. Alternatively, we can lift each expression and evaluate them using ADDs, in a similar fashion to what we did for the family-based strategy (Section 4.2.2). This leads to an overall feature-family-based strategy, which we discuss in Section 4.3.2.
4.3.1. Feature-product-based strategy

A product-line analysis strategy is feature-product-based (a) if it consists of a feature-based analysis followed by a product-based analysis and (b) if the analysis results of the feature-based analysis are used in the product-based analysis [47]. The preliminary feature-based analysis step consists of applying the parametric model checking function \( \alpha \) to each PMC in a compositional model, yielding corresponding reliability expressions. These resulting expressions preserve the dependency relation, since each of them is defined in terms of the same variables as its originating PMC and can be assigned the same identifier.

As an example, the compositional model of the vending machine product line (Fig. 6) yields the following expressions after the feature-based analysis step: \( \hat{\alpha}(P_T) = 1 \cdot t \cdot s \), \( \hat{\alpha}(P_L) = 0.6561 \cdot t_i \), and \( \hat{\alpha}(P_h) = 0.81 \). Also, \( \hat{\alpha}(P_s) = 0.729 \cdot s_i \) and \( \hat{\alpha}(P_s) = 0.81 \) for the remaining PMCs in Fig. A.2.

A bottom-up evaluation of variables can be applied for each valid configuration, giving rise to the product-based analysis step. This procedure consists of compositional expression evaluation, that is, expression evaluation using a compositional evaluation factory derived from the composition factory used for the corresponding PMCs.

**Definition 25** (Compositional evaluation factory). Given a compositional model \( (\mathcal{P}, \prec, I, \text{idt}, p, w', \text{FM}) \), a compositional evaluation factory is defined as an evaluation factory (Definition 6) \( w : [\text{FM}] \rightarrow I \rightarrow \mathbb{R} \), such that for all \( c \in [\text{FM}] \) and \( x \in I \),

\[
w(c)(x) = \begin{cases} \sigma(\hat{\alpha}(P), w, c) & \text{if } p(x)(c) = 1 \\ 1 & \text{otherwise} \end{cases}
\]

where \( \text{idt}(P) = x \). Alternatively, we can write

\[
w(c)(x) = \begin{cases} \mathcal{P} \hat{\alpha}(P) w & \text{if } p(x)(c) = 1 \\ 1 & \text{otherwise} \end{cases}
\]

In other words, whereas a composition factory composes a recursively derived version of PMC \( P' \) into slots identified by a variable \( x \) of a PMC \( P \), a compositional evaluation factory composes a recursively evaluated version of \( \hat{\alpha}(P') \) in every occurrence of the variable \( x \) in \( \hat{\alpha}(P) \). This recursion always terminates, because \( \prec \) is a well-founded relation (see Lemma 12, in Appendix B.2).

We define the feature-product-based analysis of compositional models as a recursive evaluation of the expressions obtained from the feature-based step, using the compositional evaluation factory shown above. This recursion starts from the maximal PMC in the compositional model, traversing the dependency graph induced by \( \prec \) (Fig. 8a) in a depth-first fashion.

For the vending machine product line (Fig. 6), for instance, the computation for configuration \( c = \{\text{Tea}, \text{Lemon}\} \) would be as follows: Starting with \( \hat{\alpha}(P_T) \), we evaluate the presence conditions for its variables, \( t \) and \( s \). Since \( p_s = \text{Soda} \) is not satisfied, \( s \) is evaluated to 1, ending the computation for this branch. On the other hand, \( p_t = \text{Tea} \) is satisfied, so we step into this branch to compute \( \hat{\alpha}(P_L) \) under \( c \). The only variable in this expression, \( t_i \), has its presence condition satisfied by \( c \), so we step further into this branch to compute \( \hat{\alpha}(P_h) \) under \( c \). Since this expression denotes a constant value, we return this value and the recursion terminates, yielding the following constant expression:

\[
\mathcal{P} \hat{\alpha}(P_T) c = 1 \cdot \frac{0.6561 \cdot (0.81)}{[\hat{\alpha}(P_L)]_c} \cdot (1)
\]

We generalize and formalize this procedure as follows.

**Strategy 5** (Feature-product-based analysis). Given a compositional model \( (\mathcal{P}, \prec, I, \text{idt}, p, w', \text{FM}) \) and the compositional evaluation factory \( w \), derived from the composition factory \( w' \), the feature-product-based analysis yields, for all \( c \in [\text{FM}] \),

\[
\sigma(\hat{\alpha}(P_T), w, c)
\]

or, alternatively,

\[
\mathcal{P} \hat{\alpha}(P_T) c
\]

where \( P_T \) is the maximal PMC in \( \mathcal{P} \) under the dependency relation \( \prec \).
To establish the soundness of the feature-product-based strategy, we need to compare it to the product-based strategy for compositional models. We state this result in the following theorem.

**Theorem 5 (Soundness of feature-product-based analysis).** Given a compositional model \( \langle \mathcal{P}, \prec, I, \text{idt}, p, w', \text{FM} \rangle \), for all configurations \( c \in \text{FM} \), it holds that

\[
\sigma(\hat{\alpha}(P), w, c) = \alpha(\pi'(P, w', c))
\]

or, alternatively,

\[
\left[\hat{\alpha}(P)\right]_c^w = \alpha(\left[P\right]_c^{w'})
\]

where \( P \in \mathcal{P} \) and \( w \) is the compositional evaluation factory (Definition 25) derived from the composition factory \( w' \).

**Proof.** We use well-founded induction. The base of the induction is when \( P \) is minimal with respect to \( \prec \). Since minimal PMCs have empty sets of variables, \( \pi'(P, w', c) = P \) and \( \hat{\alpha}(P) = \alpha(P) \). Thus, the statement holds for the base case.

The general case is proved by expanding definitions in the proof goal and applying the induction hypothesis and Lemma 3. The complete proof is presented in Appendix B.3. \( \square \)

As a further major result, Theorem 5 states that the diagram in Fig. 16 commutes. This diagram relates to the upper left quadrant in Fig. 10.

4.3.2. Feature-family-based strategy

Similar to the family-based strategy (Section 4.2.2), the feature-family-based strategy leverages ADDs to store and reason about variational data. Since the preceding feature-based analysis yields expressions over reliabilities, this variational data is made of Real values corresponding to the reliabilities of the products of a product line. Again, lifting expressions involves lifting the corresponding evaluation factory. In this process, the presence conditions are encoded in ADDs to represent the variability under feature selection. This encoding is achieved by the ADD operator ITE (if-then-else).

Let us revisit expression evaluation in the vending machine example (Fig. 6). We have seen the expression for \( t_i \) is the constant 0.81, so its lifted version is the constant ADD 0.81 (according to the notation introduced in Definition 22). The expression for \( t \), \( \hat{\alpha}(P_T) = 0.6561 \cdot t_i \), has the variable \( t_i \). Thus, if the presence condition \( p_i = \text{Tea} \wedge \text{Lemon} \) is satisfied, this variable must be evaluated to the constant value 0.81, assuming the value 1 otherwise. Thus, the lifted expression \( \hat{\alpha}(P_T) \) is evaluated with an ADD encoding this choice, given by \( \varphi(t_i) = \text{ITE}(\hat{p}(t_i), 0.81, \hat{1}) \) and depicted in Fig. 17a. The evaluated lifted expression \( \hat{\alpha}(P_T)[t_i/\varphi(t_i)] \) is the ADD product of the constant 0.6561 and \( \varphi(t_i) \), shown in Fig. 17b. The procedure is repeated for every composition, so that the variable \( t \) in the expression \( \hat{\alpha}(P_T) \) would be replaced by the ADD in Fig. 17c, which already encodes the combined presence conditions for \( t \) and \( t_i \).

The function \( \varphi \) shown in the example is the lifted version of the compositional evaluation factory \( w \). We first present a formal definition of \( \varphi \) and then proceed to proving its soundness. Soundness of the feature-family-based strategy follows from this result and from the soundness of the feature-product-based strategy (Section 4.3.1).

**Definition 26 (Lifted compositional evaluation factory).** Given a compositional probabilistic model \( \langle \mathcal{P}, \prec, I, \text{idt}, p, w', \text{FM} \rangle \) and the compositional evaluation factory \( w \), derived from the composition factory \( w' \), the lifted evaluation factory \( \varphi : I \to (\mathbb{R}^{\text{FM}} \to \mathbb{R}) \) is a function that, for any \( x \in I \), yields an ADD \( \varphi(x) \) such that:

\[
\varphi(x) = \text{ITE}(\hat{p}(x), \hat{\alpha}(P)[X/\varphi], \hat{1})
\]

where \( P \in \mathcal{P}, \text{idt}(P) = x, \hat{\alpha}(P) = \text{lift}(\hat{\alpha}(P)) \) and \( \hat{1} \) is the constant ADD corresponding to the function \( (c \in \text{FM}) \mapsto 1 \).
The next lemma, which is the compositional counterpart of Lemma 5, states this function $\varphi$ is indeed a lifted version of $w$.

**Lemma 6** (Soundness of lifted compositional evaluation factory). Given a compositional model $(\mathcal{P}, \prec, I, \text{idt}, p, w', FM)$ and the compositional evaluation factory $w$, derived from the composition factory $w'$ (Definition 25), for all $x \in I$ and all $c \in FM$ it holds that

$$\varphi(x)(c) = w(c)(x)$$

**Proof.** We first expand the definitions of $\varphi$ (Definition 26) and $w$ (Definition 25), then proceed to compare corresponding cases. The cases in which the presence condition is not satisfied are trivially equal; for the complementary case, we use well-founded induction on the dependency relation $\prec$, along with the soundness result for expression lifting (Lemma 4). The reader is invited to follow the complete proof in Appendix B.4. □

This way, the ADDs yielded by function $\varphi$ from Definition 26 correctly encode the variation in values returned by the compositional evaluation factory $w$. An immediate consequence is that the expressions resulting from the feature-based analysis step can, indeed, be lifted and then evaluated using $\varphi$, and this gives us the same results as the corresponding (i.e., for the same configurations) product-based evaluations. This is expressed by the following theorem.

**Theorem 6** (Soundness of expression evaluation using $\varphi$). Given a compositional probabilistic model $(\mathcal{P}, \prec, I, \text{idt}, p, w', FM)$, the compositional evaluation factory $w$, derived from the composition factory $w'$, and $x \in I$, let $P = (S, S_0, S_{suc}, S_{err}, X, P, T)$ be such that $\text{idt}(P) = x, P \in \mathcal{P}$, if $\epsilon = \hat{\alpha}(P), \hat{\epsilon} = \text{lift}(/\epsilon)$, and $\varphi$ is the lifted compositional evaluation factory obtained from $w$ (Definition 26), then, for all $c \in FM$, it holds that

$$\hat{\epsilon}[X/\varphi](c) = \epsilon[X/w(c)]$$

**Proof.** For the given compositional probabilistic model, Lemma 6 states $\varphi$ is a sound lifted counterpart of $w$. Hence, by Theorem 2, $\epsilon[X/w(c)] = \hat{\epsilon}[X/\varphi](c)$. In other words, $[\hat{\sigma}(\hat{\epsilon}, \varphi)]_c = [\epsilon]_c^w$. □

So, Theorem 6 states that the diagram in Fig. 18 commutes. This diagram corresponds to the lower left quadrant in Fig. 10.

The feature-family-based analysis strategy leverages the preceding results to yield an ADD encoding all reliabilities for valid configurations of the product line. This process is formally defined as follows.

**Strategy 6** (Feature-family-based analysis). Given a compositional model $(\mathcal{P}, \prec, I, \text{idt}, p, w', FM)$ and the lifted compositional evaluation factory $\varphi$, derived from $w'$, the feature-family-based strategy yields

$$\hat{\sigma}(\text{lift}(\hat{\alpha}(P_T)), \varphi)$$

where $P_T$ is the maximal PMC in $\mathcal{P}$ under the dependency relation $\prec$. 

---

**Fig. 17.** Example of lifted compositional expression evaluation.
Similar to the family-based strategy, the feature-family-based strategy is sound if this ADD is such that applying it to every valid configuration $c \in \langle FM \rangle$ results in the same probability as if the original compositional model had been derived for $c$ and the resulting DTMC had been model-checked for probabilistic reachability (product-based strategy). The difference is, in the feature-family-based case, that this statement holds for every PMC in the compositional model.

**Theorem 7** *(Soundness of feature-family-based analysis).* Given a compositional model $(\mathcal{P}, \prec, I, \text{idt}, p, w', FM)$ and the lifted compositional evaluation factory $\phi$, derived from $w'$, for every PMC $P \in \mathcal{P}$ and for all configurations $c \in \langle FM \rangle$ it holds that

$$\begin{align*}
\langle \hat{\alpha}(\text{lift}(\hat{\alpha}(P))) \rangle_c &= \alpha(\langle P \rangle_c^{w'}) \\
\text{Proof.} \text{ Let } w \text{ be the compositional evaluation factory derived from the composition factory } w'. \text{ The proof follows from successive application of Theorems 6, 5:}
\end{align*}$$

$$\begin{align*}
\langle \hat{\alpha}(\text{lift}(\hat{\alpha}(P))) \rangle_c &= \langle \hat{\alpha}(P) \rangle_c^w \\
&= \alpha(\langle P \rangle_c^{w'}) \quad \text{(Theorem 6)} \\
&= \alpha(\langle P \rangle_c^{w'}) \quad \text{(Theorem 5)} \quad \Box
\end{align*}$$

As a key result, Theorem 7 states that the diagrams in Fig. 19 commute. Both diagrams correspond to the left half of the one in Fig. 10.

### 4.4. Bridging compositional and annotative models

Thus far, we have discussed family-based analysis strategies applied to annotative models and feature-based analysis strategies applied to compositional models. We now present a technique to transform any composition-based model into an $r$-equivalent annotation-based model. This ability may be useful in the case that the reliability analysis of a given product line is predictably more efficient if performed using a strategy suited for annotative models, such as our family-product-based and family-based approaches. This transformation of models resembles *variability encoding* techniques, that is, the rewriting of compile-time variability as load-time or run-time variability [1,43,45,2].

Although the concepts of compilation and execution are not defined for Markov chains, variability encoding, as established in the literature, has the main goal of creating artifacts that can be analyzed by off-the-shelf tools. Correspondingly, we are able to transform a compositional model, which cannot be directly model-checked (because it is split into a number
4.4.1. Variability encoding of PMCs

In terms of Markov chains, variability encoding can be realized by turning compositional models into annotative ones. This means transforming both the underlying compositional PMCs and the composition factory \( w' \) into a single annotative PMC with a corresponding evaluation factory. To accomplish this, we propose an if-then-else operator for PMCs that switches between possible states with a Boolean variable.

For brevity, the formal definition of this operator (Definition 34) is available in Appendix B.5.1. We rely on Fig. 20 for intuition. Again, green bold arrows represent new transitions, whereas red dashed ones are removed. Intuitively, an evaluation that maps \( x \) to 1 yields a PMC with the same behavior as \( \mathcal{P} \) (consequent), while an evaluation that maps \( x \) to 0 yields a PMC with the same behavior as \( \mathcal{P}' \) (alternative). We formalize this behavioral switching in terms of \( r \)-equivalence.

**Lemma 7** (\( r \)-equivalence for ITE). Given two compositional PMCs, \( \mathcal{P} = (S, s_0, s_{\text{succ}}, s_{\text{err}}, X, P, T) \) and \( \mathcal{P}' = (S', s'_0, s'_{\text{succ}}, s'_{\text{err}}, X', P', T') \), and a variable \( x \notin X \cup X' \), let \( \mathcal{P}'' = \text{ITE}(x, \mathcal{P}, \mathcal{P}') \). If \( \mathcal{P}'' \), \( p, w, \text{FM} \) is an annotative model with \( \mathcal{P}'' \) as its underlying PMC, where \( p, w, \text{FM} \) are arbitrarily chosen, then, for every \( c \in [\text{FM}]_c \),

\[
\alpha(\text{ITE}(x, \mathcal{P}, \mathcal{P}'))_c^w =\begin{cases} 
\alpha([\mathcal{P}]_c^w) & \text{if } p(x)(c) = 1 \\
\alpha([\mathcal{P}']_c^w) & \text{otherwise}
\end{cases}
\]

**Proof.** We are interested in computing the probability of reaching \( s_{\text{succ}}' \) from \( s_0' \) in \( \mathcal{P}'' = \text{ITE}(x, \mathcal{P}, \mathcal{P}') \) under evaluation \( w(c) \). Using the formal definition of ITE (Definition 34) and Definition 1, we are able to derive a reachability expression with only two terms, each corresponding to the “activated” PMC (\( \mathcal{P} \) or \( \mathcal{P}' \)). The complete proof can be found in Appendix B.5.1. \( \square \)

The above lemma establishes the ITE operator has the effect of alternating behaviors if the resulting PMC is evaluated by replacing the switching variable \( x \) with 0 or 1. With this result, we define the variability encoding of PMCs as a composition of PMCs using the ITE operator in a recursive way, with minimal PMCs as the base case. The alternative choice (second argument to ITE) is always the feature disabler PMC \( \mathcal{P}_\perp \) (Definition 15), meaning no probabilistic behavior is actually added if the presence condition is not satisfied. This is coherent with the corresponding case in a composition factory (see Definition 17).

**Definition 27** (Variability encoding function for PMCs). Given a compositional model \( (\mathcal{P}, \prec, I, \text{idt}, p, w', \text{FM}) \) and \( \mathcal{P}, \mathcal{P}_1, \ldots, \mathcal{P}_k \in \mathcal{P} \) such that \( \mathcal{P}_i \prec \mathcal{P} \) and \( x_i = \text{idt}(\mathcal{P}_i) \) for \( i \in \{1, \ldots, k\} \), the variability encoding function \( \gamma \) is defined as the following derivation by composition (Definition 18):

\[
\gamma(\mathcal{P}) = \mathcal{P}[x_1/\text{ITE}(x_1, \gamma(\mathcal{P}_1), \mathcal{P}_\perp), \ldots, x_k/\text{ITE}(x_k, \gamma(\mathcal{P}_k), \mathcal{P}_\perp)]
\]

---

8 By Definition 9, any compositional PMC is also an annotative PMC (Definition 4). Thus, a compositional PMC can be the underlying PMC of an annotative model.
Compositional model $\xrightarrow{\gamma} \pi'$ DTMC $\leftarrow \pi$ Annotative model

Theorem 8

Reliability $\xleftarrow{\alpha}$

Fig. 21. Statement of Theorem 8.

This recursion terminates, since the arguments to the recursive calls involved are less than the input with respect to the well-founded relation $\prec$ (Lemma 11). Nonetheless, each variable $x_i$, which was meant as a slot marker, is replaced by a variable with the same name, but different meaning (i.e., intended to be evaluated with presence values). Since all variables in the PMC yielded by $\gamma$ have this issue, the composition factory from the original compositional model will no longer be suitable. Thus, we must broaden the scope of variability encoding to also transform the composition factory $w'$ into an annotative evaluation factory.

Definition 28 (Variability encoding of PMCs). Given a compositional model $(\mathcal{P}, \prec, I, \text{idt}, P, w', FM)$, let $\mathcal{P} \in \mathcal{P}$ be a PMC. Then, $(\gamma(\mathcal{P}), P, w, FM)$ is an annotative model that encodes $\mathcal{P}$'s variability, where $w$ is an evaluation factory as in Definition 7.

The main goal of variability encoding is to transform a compositional model into an annotative one, but this technique can only be exploited if the reliability analysis of both the original and the transformed models yields the same results. This fact is established by the following theorem.

Theorem 8 (R-equivalence of variability encoding and derivation by composition). Given a compositional model $(\mathcal{P}, \prec, I, \text{idt}, P, w', FM)$ and $\mathcal{P} \in \mathcal{P}$, let $(\gamma(\mathcal{P}), P, w, FM)$ be its variability-encoded annotative model. Then, for all $c \in \llbracket FM \rrbracket$,

$$\alpha([\gamma(\mathcal{P})]_c^w) = \alpha(\pi'([\gamma(\mathcal{P})]_c^w))$$

Proof. We use well-founded induction. For minimal PMCs (base of induction), $\gamma(\mathcal{P}) = \mathcal{P}$, so $[\gamma(\mathcal{P})]_c^w = \mathcal{P}$. Likewise, $\pi'([\gamma(\mathcal{P})]_c^w) = \mathcal{P}$, so the proposition holds trivially.

As induction hypothesis, we have that $\alpha([\gamma(\mathcal{P}_i)]_c^w) = \alpha(\pi'([\gamma(\mathcal{P}_i)]_c^w))$ for all $\mathcal{P}_i \in \mathcal{P}$ such that $\mathcal{P}_i \prec \mathcal{P}$. Expanding $\alpha([\gamma(\mathcal{P}_i)]_c^w)$ and using previous soundness and r-equivalence results, we leverage this induction hypothesis to reach $\alpha(\pi'([\gamma(\mathcal{P}_i)]_c^w))$.

The detailed proof can be found in Appendix B.5.1. $\square$

In summary, Theorem 8 establishes the commuting diagram in Fig. 21, which corresponds to the upper arc in Fig. 10. Note that the derived DTMCs are not necessarily equal—this theorem only states $\alpha$ computes the same reliability for both models.

4.4.2. Variability encoding of expressions

Aside from encoding variability in Markov chains, we can also encode variability in reliability expressions (represented by the arc in the middle row of Fig. 10). Expressions derived from a compositional model can be combined to form a single larger expression (in terms of operands). Applying such a transformation can be useful in cases where parsing and evaluating each compositional expression is less efficient than doing so for the single variability-encoded expression. As with PMCs, variability encoding of expressions can be defined in terms of a dedicated if-then-else operator for expressions.

Definition 29 (ITE operator for expressions). Given two expressions $e$ and $e'$ over the sets $X$ and $X'$ of variables, respectively, and a variable $x$, the if-then-else operator for expressions is defined as

$$\text{ITE}(x, e, e') = x \cdot e + (1 - x) \cdot e'$$

The set of variables of the resulting expression is $X'' = X \cup X' \cup \{x\}$. Additionally, $x$ is expected to be evaluated with a Boolean value, that is, 0 or 1. Procedures that do not affect the semantics of expressions, such as distributing the terms over the switching variable $x$ and simplifying the resulting expression, can be leveraged in working implementations.
This if-then-else operator merges two expressions to form a third one that uses a new variable to represent a choice and satisfies the following lemma.

Lemma 8 (Extensional equality for expression ITE). Given two expressions $\varepsilon$ and $\varepsilon'$ over the sets $X$ and $X'$ of variables, respectively, and a variable $x$, let $X'' = X \cup X' \cup \{x\}$ and $u: X'' \to [0, 1]$ be an evaluation function such that $u(x) \in \mathbb{B}$. Then,

$$\text{ITE}(x, \varepsilon, \varepsilon')[X''/u] = \begin{cases} \varepsilon[X/u] & \text{if } u(x) = 1 \\ \varepsilon'[X'/u] & \text{if } u(x) = 0 \end{cases}$$

Proof. We prove this by expanding the definition of ITE and performing algebraic manipulation. The complete proof can be found in Appendix B.5.2. □

The above lemma establishes that the ITE operator has the effect of alternating the semantics of the resulting expression between the ones of its arguments, but only if this resulting expression is evaluated with an evaluation that replaces the switching variable $x$ by 0 or 1. Similar to the ITE operator for PMCs, we define variability encoding of expressions as a composition of expressions using the ITE operator in a recursive way, with constant expressions (i.e., reliabilities of minimal PMCs) as the base case.

Definition 30 (Variability encoding function for expressions). Given a compositional model $(\mathcal{P}, \prec, I, \text{idt}, P, w', \text{FM})$ and $\mathcal{P}, \mathcal{P}_1, \ldots, \mathcal{P}_k \in \mathcal{P}$ such that $\mathcal{P}_i \prec \mathcal{P}$ and $x_i = \text{idt}(\mathcal{P}_i)$ for $i \in \{1, \ldots, k\}$, let $\varepsilon = \hat{\alpha}(\mathcal{P})$ and $\varepsilon_i = \hat{\alpha}(\mathcal{P}_i)$. The variability encoding function $\gamma$ is overloaded for expressions as

$$\gamma(\varepsilon) = \varepsilon[x_1/\text{ITE}(x_1, \gamma(\varepsilon_1), 1), \ldots, x_k/\text{ITE}(x_k, \gamma(\varepsilon_k), 1)]$$

This recursion terminates, since the arguments to the recursive calls involved are less than the input with respect to the well-founded relation $\prec$ (see Lemma 11).

Similar to variability encoding of PMCs, the new variables after encoding have the same names as the previous ones, but different meaning. Thus, we also transform the compositional evaluation factory $w$ (Definition 25) into an annotative evaluation factory (see Definition 7). This way, we ensure variables, which have all been transformed into conditionals, are evaluated as expected of the ITE semantics.

Definition 31 (Variability encoding of expressions). Given a compositional model $(\mathcal{P}, \prec, I, \text{idt}, P, w', \text{FM})$, and the compositional evaluation factory $w$, derived from the composition factory $w'$, let $w_p$ be an annotative evaluation factory ($w$ in Definition 7) with the same presence conditions as $w$. That is, for all $c \in \text{[FM]}$,

$$w_p(c)(x) = \begin{cases} 1 & \text{if } p(x)(c) = 1 \\ 0 & \text{otherwise} \end{cases}$$

Then, for any $\mathcal{P} \in \mathcal{P}$ and $\varepsilon = \hat{\alpha}(\mathcal{P})$, $\gamma(\varepsilon)$ encodes $\varepsilon$’s variability under the evaluation $w_p$.

We state the soundness of variability encoding for expressions in terms of r-equivalence. For any configuration $c \in \text{[FM]}$, a variability-encoded expression and its corresponding evaluation factory must yield the same reliabilities as the original compositional expressions and the corresponding compositional evaluation factory.

Theorem 9 (Soundness of variability encoding for expressions). Given a compositional model $(\mathcal{P}, \prec, I, \text{idt}, P, w', \text{FM})$ and $\mathcal{P}, \mathcal{P}_1, \ldots, \mathcal{P}_k \in \mathcal{P}$ such that $\mathcal{P}_i \prec \mathcal{P}$ and $x_i = \text{idt}(\mathcal{P}_i)$ for $i \in \{1, \ldots, k\}$, let $\varepsilon = \hat{\alpha}(\mathcal{P})$. Let also $w'$ be the compositional evaluation factory derived from $w'$ (Definition 25) and $w_p$ be the annotative evaluation factory obtained from $w$ (Definition 31). Then, for all $c \in \text{[FM]}$ it holds that

$$\sigma(\gamma(\varepsilon), w_p, c) = \sigma(\varepsilon, w, c)$$

Proof. We use well-founded induction. For a minimal PMC $\mathcal{P}$ (base of induction), $\hat{\alpha}(\mathcal{P}) = \varepsilon$ has no variables. This way, $\gamma(\varepsilon) = \varepsilon$ and $\sigma(\varepsilon, u) = \varepsilon$ for any evaluation $u$. Thus, both sides of the equality evaluate to $\varepsilon$ and the proposition holds trivially.

As induction hypothesis, we have that $\sigma(\gamma(\varepsilon_i), w_p, c) = \sigma(\varepsilon_i, w, c)$ for all $\varepsilon_i = \hat{\alpha}(\mathcal{P}_i)$ such that $\mathcal{P}_i \prec \mathcal{P}$. Expanding $\sigma(\gamma(\varepsilon), w_p, c)$ and using previous soundness and extensional equality results, we leverage this induction hypothesis to reach $\sigma(\varepsilon, w, c)$. The detailed proof can be found in Appendix B.5.2. □
4.5. Feature-family-product-based strategy

So far, we have proved that all compositions of analysis steps leading up to reliabilities in Fig. 10 are r-equivalent. That is, these analysis steps commute, and, consequently, any path in this diagram can be equally taken to reach the same reliability value. By reflecting over the results condensed in this commuting diagram, we noticed a possible path that had not yet been exploited. This “unbeaten path”, presented in Fig. 23 as an excerpt from Fig. 10, led us to derive a novel feature-family-product-based analysis strategy:

1. Starting from a compositional model (upper left corner), we apply parametric model checking ($\hat{\alpha}$) to obtain compositional expressions (feature-based step);
2. The resulting compositional expressions (lower left corner) are variability-encoded ($\gamma$) into a single annotative expression (family-based step); and
3. The annotative expression (lower right corner) is analyzed for each configuration $c \in [FM]$ of the product line (product-based step).

The existence of a feature-family-product-based class of analyses was foreshadowed in a recent survey, but no instance has been found in the literature [47]. Thus, to the best of our knowledge, this is the first feature-family-product-based analysis to be presented, either formally or informally. The precise conditions under which this approach outperforms the others still need to be characterized by empirical studies. However, we believe it is an alternative to the family-product-based approach for cases in which (a) the model at hand is compositional and (b) applying variability encoding to the PMCs themselves is infeasible (e.g., the resulting annotative model is too big to be efficiently analyzed).

The novel strategy can be formally described as follows:

**Strategy 7 (Feature-family-product-based analysis).** Given a compositional model $(\mathcal{P}, \prec, I, idt, p, w', FM)$ and the compositional evaluation factory $w$, derived from the composition factory $w'$, the feature-family-product-based analysis yields, for all $c \in [FM]$,

$$\sigma(\gamma(\hat{\alpha}(P_\triangleright)), w_p, c)$$

or, alternatively,

$$\llbracket(\gamma \circ \hat{\alpha})(P_\triangleright)\rrbracket^w_{c}$$

where $P_\triangleright$ is the maximal PMC in $\mathcal{P}$ under the dependency relation $\prec$, and $w_p$ is the variability-encoded annotative evaluation factory obtained from $w$ (Definition 31).
Since the diagram in Fig. 10 commutes, this analysis is sound with respect to the product-based analysis of the same compositional model (Definition 2). This soundness property is established by the following theorem:

**Theorem 10 (Soundness of feature-family-product-based analysis).** Given a compositional model \((\mathcal{P}, \prec, l, \text{idt}, p, w', FM)\) and a compositional evaluation factory \(w\), derived from the composition factory \(w'\), for every \(\text{PMC} \in \mathcal{P}\) and for all configurations \(c \in \llbracket FM \rrbracket\) it holds that

\[
\sigma \left( \psi \left( \widehat{\alpha}(P) \right) , w_p , c \right) = \alpha \left( \sigma' \left( P , w' , c \right) \right)
\]

where \(w_p\) is the variability-encoded annotative evaluation factory obtained from \(w\) (Definition 31).

**Proof.** The proof follows from successive application of other commutativity theorems.

\[
\begin{align*}
\sigma \left( \psi \left( \widehat{\alpha}(P) \right) , w_p , c \right) &= \sigma \left( \widehat{\alpha}(P) , w , c \right) \quad \text{(Theorem 9)} \\
&= \alpha \left( \sigma' \left( P , w' , c \right) \right) \quad \text{(Theorem 5)} \n\end{align*}
\]

In summary, Theorem 10 states that the diagram in Fig. 24 commutes. This diagram corresponds to the upper left quadrant and the middle arc in Fig. 10.

Together, the theorems demonstrated in this section constitute the main contribution of this work. Intermediate steps of the presented analysis techniques commute, making the diagram in Fig. 10 fully commutative. Thus, any path constructed by following the arrows in that diagram yields an analysis that is equivalent to the one yielded by any other path that shares the same starting and ending points. This way, we guarantee all product-line reliability analysis techniques presented in this work yield the same results if given the same input models. Furthermore, we formally described the different analysis strategies in terms of reusable functions, making them comparable to one another.

5. Related work

Efficient analysis of software product lines is a relevant problem that has been tackled from many different perspectives, as pointed out by a recent survey [47]. In particular, several model checking techniques have been successfully lifted to work with product lines [11–13,22,21,9,32,3,40]. In contrast to existing research, our work presents different analysis techniques, covering all groups identified in the taxonomy by Thüm et al. [47], and relates these techniques to one another. Moreover, we present what is—to the best of our knowledge—the first feature-family-product-based analysis strategy in the literature. Hence, we discuss the closest related work according to different criteria.

**PMC-based analysis of product lines:** Ghezzi and Molzam Sharifloo [22] propose a model-based approach to analyze non-functional properties of product lines, illustrated by reliability and energy-consumption analysis. Their technique models probabilistic behavior by organizing parametric Markov chains in a hierarchical data structure, derived from nested UML sequence diagrams, annotated with the reliability of individual operations. Then, they employ parametric model checking in a bottom-up fashion, yielding a hierarchy of reliability expressions that are evaluated for each product configuration of interest. Although Ghezzi and Molzam Sharifloo also deal with modeling issues, their analysis technique can be seen as an instance of the feature-product-based reliability analysis in our framework, where the PMCs obtained from the nested sequence diagrams form the set \(\mathcal{P}\) of compositional PMCs, and the decomposition tree induces the dependency relation \(\prec\). For that reason, our work provides formal evidence of the soundness of their approach.

**Related work:** Rodrigues et al. [46] introduced Featured Discrete-Time Markov Chains (FDTMC), an extension of DTMCs to cope with variability and to represent the probabilistic behavior of product lines. This formalism, which is not restricted to reliability, enables verification of any probabilistic property that can be expressed using Probabilistic Computation Tree Logic (PCTL) [27]. The authors present three family-based approaches to conduct such analyses, one of which relies on an encoding of an FDTMC as a PMC to leverage off-the-shelf model checkers. Our work, in contrast, relies on models specifically tailored
to reliability analysis (a probabilistic reachability property), but incorporates different strategies to perform this analysis, covering the currently accepted product-line analysis taxonomy [47] in its entirety. Furthermore, Rodrigues et al. do not formally argue about the soundness of their approaches.

The framework we present can be leveraged to represent FDTMCs, provided that the reliability-specific constraints to PMCs are relaxed. We can say that any PMC \((S, s_0, X, P, T)\), along with an evaluation factory \(w\) and a feature model \(FM\), represents an FDTMC \((S, v, FM, \Pi)\) such that, for all \(s, s' \in S\) and \(c \in [FM]\):

\[
\begin{align*}
\Pi(s, s')(c) &= P(s, s')[X/w(c)]; \text{ and} \\
v(s) &= \begin{cases} 
1 & \text{if } s = s_0 \\
0 & \text{otherwise}
\end{cases}
\end{align*}
\]

**Feature-based model checking:** Li et al. [35] and Liu et al. [37] have proposed feature-based approaches to the analysis of non-probabilistic temporal properties of product lines. Using models of feature behavior based on transition systems and required properties expressed with Computation Tree Logic (CTL) [10], they analyze each feature in isolation and generate partial results that can be later reused. The composition of features in their proposed models relies on interface states, a concept that we leveraged to define PMC interfaces and slots. However, the interfaces defined by Li et al. [35] can have an arbitrary number of outgoing states, and Liu et al. [37] extended them to support inter-feature cycles. Our use of interfaces, in contrast, is focused on reliability analysis (a probabilistic existence property expressed in PCTL), allowing us to define two outgoing states to abstract success and error conditions, while also ruling out the existence of cycles. Moreover, both Li et al. [35] and Liu et al. [37] treat feature modules as open systems, so they aggregate partial analysis results and CTL obligations to the interfaces themselves. Since we focus on a compositional model of a single product line, we use a separate model for intermediate feature reliability expressions. Because of these differences in modeling and in the nature of analyzed properties, we see our work and our own as complementary.

**Family-based model checking:** Dubslaff et al. [21] created a framework for modeling probabilistic and non-deterministic properties of dynamic models of product lines. This framework consists of modeling the behaviors of features in isolation, yielding models that are later composed into a family-based model. The models and their compositions are established in terms of Markov Decision Processes (MDP), enabling their representation in a way that allows the composed model to be model-checked using off-the-shelf tools [9]. The focus of their work is on modeling probabilistic behavior of product lines in a way that existing model checking techniques can be exploited. In contrast, our goal is to prove soundness of alternative analysis strategies, leaving modeling issues out of scope. Although their modeling and analysis technique is sufficiently general to enable reliability analysis of static product lines, which are our focus, it enables only family-based and product-based strategies (which the authors call, respectively, all-in-one and one-by-one [21]), whereas our work also includes the feature-based dimension. Nonetheless, their family-based technique is an alternative to ours, since it encodes the feature model’s constraints in the behavioral model itself.

Kowal et al. [31] presented a formalism to describe performance models of product lines in a compositional fashion, based on performance-annotated activity diagrams described in a delta-oriented language. Similar to our work, they provide formal definitions and provide theorems stating the soundness of their approach (although proofs are not provided in the paper). However, similar to Dubslaff et al. [21], they only address family-based analysis of a model derived from the delta modules. Another difference to our work is that the semantics of their diagrams is expressed by continuous-time Markov chains (CTMC), which are more appropriate to performance analysis than DTMCs. Because of that, the two pieces of work complement each other. Future work could investigate the feasibility of defining alternative analysis strategies using their models and an approach similar to ours.

**Variability encoding:** Previous research has explored variability encoding (also called configuration lifting) as a technique to produce family-based model checking of product lines [32,2,3,43], von Rhein et al. [45] formalize variability encoding in the context of programming languages, that is, the transformation of compile-time variability into load-time variability. This transformation is realized using if-then-else operations and encoding features as control variables in the resulting program, which the authors call a variant simulator. They prove their transformation preserves the behavior of variants in the variability-encoded program for corresponding configurations. The concept of encoding variability in a simulator, as mentioned before, inspired our definitions of variability encoding for PMCs and expressions. Furthermore, their overall proof strategy resembles the one used throughout our work (i.e., comparison of results for corresponding configurations). However, whereas von Rhein et al. [45] use trace semantics and a weak bisimulation relation to correlate behaviors, we perform this task using structural analysis of the behavioral models. Despite being less general, structural analysis is sufficiently strong for the purpose of proving that reliability is preserved, which is the main focus of our work.

**Formal approaches to variability-aware analysis:** The definition of product-line analysis techniques that are sound by construction has been investigated recently [39,6,8,7], although not specifically in the context of model checking. Middtgaard et al. [39] presented a methodology to derive family-based static analyses from single-product analyses based on abstract interpretation. This approach enables the lifting of existing analyses to work with product lines, yielding variability-aware analyses that are correct by construction. Although the authors only walked through a data-flow analysis scenario, they claim the methodology could be applied to other analyses, including model checking. Similar to their work, we provide soundness proofs of product-line analyses, conditioned on the soundness of a given single-product analysis. However, we
do not provide a framework for derivation of analysis strategies in general; instead, we focus on providing formal evidence that a set of alternative strategies for reliability analysis are sound, while also highlighting the relations between their intermediate steps. Moreover, whereas Midgaard et al. handle only the family-based dimension of analysis, we also address the feature-based dimension. In this sense, our work can also be seen as a preliminary investigation on deriving alternative strategies to perform a given analysis.

Brabrand et al. [7] proposed a technique to automatically lift intraprocedural data-flow analyses to handle variability in product lines. Similar to our work, the authors propose alternative analysis strategies, which are derived by gradually introducing variability awareness in different components of an existing analysis. Brabrand et al. [7] also present a soundness proof for the proposed strategies, whereby all of them are guaranteed to compute the same result as the base analysis. The presented simultaneous and consecutive analysis strategies are similar to our family-based and family-product-based ones, respectively, even though different properties are analyzed. However, Brabrand et al. [7] do not consider feature-based analyses. Furthermore, our work breaks down analysis strategies in intermediate steps that can be composed in different ways, enabling reuse of proofs.

**Comparison of analysis dimensions:** Kolesnikov et al. [30] empirically compared family-based, feature-based, and product-based type checking of Java-based product lines. Their work was the first empirical study covering all three dimensions of analysis, providing guidance to practitioners over which type checking strategy to apply for a given product line. In a sense, their research and our own are complementary, since each one deals with a different analysis type (type checking and model checking). However, in contrast with their work, our focus is on the formal aspects of analysis—although we argue our techniques can be implemented in a tool to perform empirical studies. Furthermore, Kolesnikov et al. neither investigate combined strategies nor prove the soundness of the implemented type checkers.

von Rhein et al. [44] proposed a model for classification and comparison of product-line analyses (the PLA model), whereby existing analyses are broken down into intermediate steps. This model abstracts possible steps as four operators for composing features, encoding variability, resolving variability, and generic processing of artifacts. As stated by the authors themselves, the PLA model is helpful when describing complex analyses and designing new ones. Indeed, the PLA model was a source of inspiration for designing our analysis techniques as reusable analysis steps. However, we found the proposed operators to be too generic to be useful in our formal setup. In this sense, our work complements the work by von Rhein et al. [44] with a formally defined relation among analyses and intermediate steps, albeit restricted to reliability analysis.

**Conceptual models and taxonomy:** Thüm et al. [47] established the taxonomy for product-line analyses upon which we based our work, that is, the classification of analysis techniques in three basic strategies (product-based, feature-based, and family-based) and combinations thereof. von Rhein et al. [44] laid these strategies as dimensions in a cube, meaning analysis strategies can be expressed as a combination of the number of analyzed products (sampling dimension), the granularity of feature combinations (feature grouping dimension), and the extent to which variability is preserved or resolved during analysis (variability encoding dimension). Since our soundness proofs for variability encoding and feature composition apply to single features (not necessarily maximal PMCs), our techniques range over the PLA plane of feature grouping and variability encoding dimensions. Furthermore, given that sampling is a matter of restricting possible configurations and that we prove that our techniques are sound configuration-wise, our work also covers the sampling dimension.

Meinicke et al. [38] recently surveyed existing product-line analysis tools and categorized them along four criteria: product-line implementation technique (annotation-based versus composition-based approach), analysis technique (e.g., testing, type checking, model checking), strategies for product-line analysis (i.e., the analysis strategies taxonomy by Thüm et al. [47]), and strategy of the tool (product-based, variability-aware, and variability-encoding). Using this taxonomy, an implementation of our techniques would cover all possibilities on the dimensions of implementation technique, strategies for product-line analysis, and strategy of the tool, while the dimension of analysis technique would be fixed to reliability analysis.

### 6. Conclusion

We formally presented seven approaches to reliability analysis of product lines, covering all strategies in the taxonomy by Thüm et al. [47]. To the best of our knowledge, this is the first work to address all three dimensions of product-line analysis (product-based, family-based, and feature-based) in the context of model checking, and also the first to present an instance of feature-family-product-based analysis strategy. The soundness of our analysis techniques is established by results on the commutativity of their intermediate steps, summarized by the commuting diagram in Fig. 10. This constitutes formal evidence that, given a product line, each of the presented approaches yields the same results as the others, enabling practitioners to choose among analysis strategies based on their space and time trade-offs. Future work can build on this formal foundation to compare techniques in search for selection criteria.

The input models for our analysis approaches are based on the formalism of parametric Markov chains, meaning they can be represented using the input language of parametric model checkers such as PRISM [33] and PARAM [25]. Indeed, the parametric probabilistic reachability algorithm by Hahn et al. [26], used throughout this work as an instance of variability-aware analysis function, is implemented by these tools. Therefore, we argue that our analysis approaches are feasible, and that they can be implemented by a program that coordinates calls to an off-the-shelf parametric model checker accord-
Appendix A. Probabilistic models

This section presents the probabilistic models of the beverage machine product line example (Section 3) in their entirety. Fig. A.1 contains the annotative model, and the compositional model is depicted by Fig. A.2.

Appendix B. Additional proofs

This section contains formal definitions and proofs that were omitted from the main body of the paper to avoid digressions.

B.1. Existence of minimal and maximal PMCs

Lemma 9 (Existence of minimal PMCs). Given a set $\mathcal{P}$ of compositional PMCs, an identifying function $\text{idt}$, and the corresponding induced well-founded relation $\prec$, there exists, at least, one minimal PMC $\mathcal{P} = (S, s_0, s_{\text{Suc}}, s_{\text{Err}}, X, P, T)$. Furthermore, $X = \emptyset$, that is, minimal PMCs are, in fact, DTMCs with defined interfaces and only two bottom strongly connected components (cf. Definition 9).

Proof. The existence of minimal PMCs follows directly from the fact that the induced relation $\prec$ is well-founded: otherwise, all descending chains would be infinite.

Now suppose $X \neq \emptyset$. Then, it has, at least, one element $x$. Since the set $I$ of identifiers (image of $\text{idt}$) is a superset of all $X$, $x \in I$. By definition, function $\text{idt}$ is bijective, so there must be a compositional PMC $\mathcal{P}' \in \mathcal{P}$ such that $\text{idt}(\mathcal{P}') = x$. But $\text{idt}(\mathcal{P}') \in X \Rightarrow \mathcal{P}' \prec \mathcal{P}$. Since $\mathcal{P}$ is minimal by hypothesis, this is a contradiction. $\square$

Lemma 10 (Existence of maximal PMCs). Given a set $\mathcal{P}$ of compositional PMCs, an identifying function $\text{idt}$, and the corresponding induced well-founded relation $\prec$, there exists, at least, one maximal PMC $\mathcal{P} = (S, s_0, s_{\text{Suc}}, s_{\text{Err}}, X, P, T)$.

Proof. The proof is by contraposition. Nonexistence of such maximal PMC means there are infinite ascending chains $\mathcal{P}_1 \prec \mathcal{P}_2 \prec \mathcal{P}_3 \ldots$ for $\mathcal{P}_i \in \mathcal{P}$. Since $\mathcal{P}$ is finite, such infinite chain implies the existence of cycles, that is, at least, one $\mathcal{P}_i$ transitively depending on itself. But cycles imply both ascending and descending infinite chains, contradicting the
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well-foundedness of $\prec$. Hence, there are no infinite ascending chains under $\prec$ and, by contraposition, there is, at least, one maximal PMC.

B.2. Termination lemmas

The following lemma states the termination of the recursive definitions of the composition factory $w'$ (Definition 17).

Lemma 11 (Derivation by composition terminates). For a compositional model $(\mathcal{P}, \prec, I, \text{idt}, p, w', FM)$, for all configurations $c \in \text{[FM]}$, the composition function $w'(c)$ terminates.
Lemma 12 (Compositional evaluation terminates). For a compositional model \((\mathcal{P}, \prec, l, \text{idt}, p, w, FM)\), for all configurations \(c \in [FM]\), the compositional evaluation \(w(c)\) terminates.

Proof. Let \(\text{idt}^{-1} : I \to \mathcal{P}\) be the inverse function of \(\text{idt}\). To prove \(w'(c)\) terminates, we note that the arguments in the recursive calls in the definition of \(w'\) (Definition 17) strictly decrease if we use \(\text{idt}^{-1}\) as a measure function into the well-founded set \(\mathcal{P}\).

Without loss of generality, let \(x = \text{idt}(P)\) for some \(P \in \mathcal{P}\) with variables set \(X = \{x_1, \ldots, x_k\}\). The right-hand side of \(w'(c)(x)\) evaluates to either \(P_i\) (the feature disabler PMC) or \(P[x_1/w'(c)(x_1), \ldots, x_k/w'(c)(x_k)]\). In the first case, it trivially terminates, since \(P_i\) have no slots; in the latter, the arguments to each recursive call are the variables \(x_i \in X\). By definition, \(x_i = \text{idt}(P_i)\) for some \(P_i \in \mathcal{P}\) such that \(P_i \prec P\). Thus, \(\text{idt}^{-1}(x_i) < \text{idt}^{-1}(x)\). Since \(\prec\) is well-founded, \(w'(c)\) terminates. \(\square\)

The following lemma states that the recursion in Definition 25 terminates.

Definition 32 (Compositional PMC renaming). Given a compositional PMC \(\mathcal{P} = (S, s_0, s_{\text{succ}}, s_{\text{err}}, X, P, T)\), the \(i\)-th renaming of \(\mathcal{P}\), \(\mathcal{P}^i = (S^i, s_0^i, s_{\text{succ}}^i, s_{\text{err}}^i, X^i, P^i, T^i)\), is an isomorphic compositional PMC with renamed states. That is, \(\mathcal{P}^i\) is such that:

- \(S^i \cap S = \emptyset\).
- \(\forall_{i,j \in \mathbb{N}} \cdot i \neq j \implies S^i \cap S^j = \emptyset\).
- There exists a bijective mapping \(\_ : S \to S^i\) from each state \(s_j \in S\) to a state \(s_j^i \in S^i\).
- \(X^i = X\).
- \(\forall_{s_1, s_2 \in S} \cdot P^i(s_1^i, s_2^i) = P(s_1, s_2)\).
- \(T^i = \{s^i \mid s \in T\}\).

With the formal definition of PMC renaming, we are able to present a precise definition of a total composition, obtained by composing PMCs over all slots in a given base compositional PMC at once.

Definition 33 (Total PMC composition). Given a compositional PMC \((S, s_0, s_{\text{succ}}, s_{\text{err}}, X, P, T)\) with \(k\) variables \(x_1, \ldots, x_k\), and a set \(\mathcal{P}\) of \(k\) compositional PMCs \((S_i, s_{0i}, s_{\text{succ}i}, s_{\text{err}i}, X_i, P_i, T_i)\), \(i \in \{1, \ldots, k\}\), let \(u' : X \to \mathcal{P}\) be a function that yields a compositional PMC \(\mathcal{P} \in \mathcal{P}\) to compose in the corresponding slots for any given variable. Let also \(n_i = \text{slots}^\mathcal{P}(x_i)\) for \(i \in 1, \ldots, k\), and \(P_i^j = (S_i^j, s_{0i}^j, s_{\text{succ}i}^j, s_{\text{err}i}^j, X_i^j, P_i^j, T_i^j)\) for \(j \in 1, \ldots, n_i\) be the \(j\)-th renaming of \(P_i\) (Definition 32). The total PMC composition \(\mathcal{P}[X/u']\), also denoted by \(\mathcal{P}[x_1/u'(x_1), \ldots, x_k/u'(x_k)]\), is a compositional PMC \(\mathcal{P}' = (S', s_0', s_{\text{succ}'}', s_{\text{err}'}', X', P', T')\) such that:

- \(S' = S \cup \bigcup_{j=1}^{n_1} S_1^j \cup \ldots \cup \bigcup_{j=1}^{n_k} S_k^j\), where \(\cup\) denotes the disjoint union operator (all states are disjointly merged);
- \(s_0' = s_0, s_{\text{succ}'} = s_{\text{succ}},\) and \(s_{\text{err}'} = s_{\text{err}}\) (the interface of \(\mathcal{P}\) is preserved);
- \(X' = \bigcup_{i=1}^{k} X_i\) (each occurrence of \(x_i\) is replaced by a copy of \(P_i\), whose variables are those of \(X_i\));
- \(T' = T\) (target states of the base PMC are preserved);
- \(P'\) is such that, for all slots \((s_{0i}, s_{\text{succ}i}, s_{\text{err}i})\) of the base PMC \(\mathcal{P}\) and interfaces \((s_{0i}^j, s_{\text{succ}i}^j, s_{\text{err}i}^j)\) of the renamed PMCs \(\mathcal{P}_i^j\) (where \(i \in 1, \ldots, k\) and \(j \in 1, \ldots, n_i\)),
  - \(P'(s_{0i}^j, s_{\text{succ}i}^j) = 1\) (new transition from a slot's initial state to the initial state of the corresponding composed PMC)
  - \(P'(s_{\text{succ}i}^j, s_{\text{err}i}^j) = 1\) (new transition from the success state of a composed PMC to the success state of the corresponding slot)
  - \(P'(s_{\text{err}i}^j, s_{\text{succ}i}^j) = 1\) (new transition from the error state of a composed PMC to the error state of the corresponding slot)
  - \(P'(s_{\text{succ}i}^j, s_{\text{err}i}^j) = 0\) (slot's success transition is removed)
Similarly, 
- \( P(s_{\text{err}}^j, s_{\text{err}}^j) = 0 \) (slot’s error transition is removed)
- \( P(s_{\text{succ}}^j, s_{\text{succ}}^j) = 0 \) (success loops from composed PMCs are removed)
- \( P(s_{\text{err}}^j, s_{\text{err}}^j) = 0 \) (error loops from composed PMCs are removed)
- For all remaining combinations of \( s_1, s_2 \in S' \):
\[
P'(s_1, s_2) = \begin{cases} 
P(s_1, s_2) & \text{if } s_1, s_2 \in S \setminus \text{slotStates}^P(X) \\
P'(s_1, s_2) & \text{if } s_1, s_2 \in S'_j \\
0 & \text{otherwise} \end{cases}
\]

The function \( u' \) is called a composition function.

To establish the soundness of the feature-product-based strategy, we need to compare it to the product-based strategy for compositional models. However, the latter relies on PMC composition, while the former is based on compositional evaluation of expressions. To bridge this gap, we first note that, as far as reliability analysis is concerned, composing a PMC \( P' \) into a slot of another PMC \( P \) is equivalent to evaluating the corresponding variable in \( P \) with the reliability expression of \( P' \) (i.e., \( \hat{\alpha}(P') \)).

**Lemma 13** (R-equivalence of total composition and evaluation). Let \( P, P_1, \ldots, P_k \) be compositional parametric Markov chains, and \( X = \{x_1, \ldots, x_k\} \) be \( P \)'s set of variables. Then,
\[
\hat{\alpha}(P[x_1/P_1, \ldots, x_k/P_k]) = \hat{\alpha}(P[x/\hat{\alpha}(P_1), \ldots, x_k/\hat{\alpha}(P_k)])
\]
where the equals sign denotes extensional equality. In other words, the two expressions (i.e., syntactic objects) are not necessarily equal in a syntactic sense, but their corresponding rational functions (i.e., semantic objects) always yield equal values if given equal inputs.

**Proof.** The main argument for this proof is the case where \( P \) has only one variable, that is, \( X = \{x\} \). This way, we start by proving that \( \hat{\alpha}(P[x/P]) = \hat{\alpha}(P[x/\hat{\alpha}(P)]) \) for a given compositional PMC \( P' = (S', s_0', s_{\text{succ}}', s_{\text{err}}', X', P', T') \). Then, we extend this to the general case where \( P \) has an arbitrary number of variables.

A generic illustration of \( P \) and \( P' \) is given by Figs. 7a and 7b, respectively. \( P_e = P[x/\hat{\alpha}(P')] \) be the PMC resulting from evaluation, denoted by \((S_e, s_{0e}, s_{\text{succ}}, s_{\text{err}}, X_e, P_e, T_e)\), and \( P_c = P[X/P'] \) be the PMC obtained by composition, denoted by the tuple \((S_c, s_{0c}, s_{\text{succ}}, s_{\text{err}}, X_c, P_c, T_c)\). Figs. B.3a and B.3b represent these PMCs and serve as a visual aid to the proof.

Since \( \hat{\alpha} \) computes the probabilistic reachability property, we base this proof on the algorithm by Hahn et al. [26]. This algorithm consists of successive eliminations of states, with the transition probability matrix being updated at each step. A useful property, which Hahn et al. use to prove that the algorithm is sound, is that the probability of reaching the target states in the input PMC is an invariant, that is, it remains the same throughout elimination steps.

Let us apply the algorithm by Hahn et al. [26] to \( P_c \). For brevity, we show the composition via a single slot. In the case where more slots exist, the following argument can be applied sequentially to each slot and corresponding renaming of \( P' \).

Since the order in which states are eliminated is not fixed, we first eliminate states \( s' \in S' \setminus \text{interface}(P') \). The intermediate PMC at this point is given by Fig. B.3c. These eliminations are restricted to states in \( S' \), because the only transitions in \( P_c \) between states in \( S \) and states in \( S' \) are the ones connecting interface and slot (by construction—see Definition 11).

Now, we eliminate the interface states. Performing a single step of the algorithm by Hahn et al. (Definition 3), we eliminate \( s_{0}' \) and update \( P_c \) so that
\[
P_c(s_{0}, s_{\text{succ}}') = P_c(s_{0}, s_{\text{succ}}') + P_c(s_{0}, s_{0}') \cdot \frac{1}{1 - P_c(s_{0}, s_{0}')} \cdot P_c(s_{0}', s_{\text{succ}}')
\]
\[
= 0 + 1 \cdot \frac{1}{1 - 0} \cdot P r^{P'}(s_{0}', s_{\text{succ}}')
\]
\[
= P r^{P'}(s_{0}', s_{\text{succ}}')
\]

Similarly, \( P_c(s_{0}, s_{\text{err}}') = P r^{P'}(s_{0}', s_{\text{err}}') \). Repeating these steps for \( s_{\text{succ}}' \) and \( s_{\text{err}}' \), \( P_c \) is updated to have \( P_c(s_{0}, s_{\text{succ}}) = P r^{P'}(s_{0}', s_{\text{succ}}) \) and \( P_c(s_{0}, s_{\text{err}}) = P r^{P'}(s_{0}', s_{\text{err}}) \) (see Fig. B.3d).

At this stage, all states \( s' \in S' \) have been eliminated, so that \( S_e = S = S_e \). Furthermore, for all \( s_1, s_2 \in S \setminus \text{slotStates}^P(X) \), the transition probability matrices are such that \( P_c(s_1, s_2) = P_0(s_1, s_2) = P_c(s_1, s_2) \) (Definition 11). Thus, the only difference between \( P_c \) and \( P_e \) are the transitions for slot states: \((s_{0g}, s_{\text{succ}}) \) and \((s_{0g}, s_{\text{err}}) \).

For the “success” slot, \( P_c(s_{0g}, s_{\text{succ}}) = P r^{P'}(s_{0}', s_{\text{succ}}') \), which is syntactically equal to \( P_c(s_{0g}, s_{\text{succ}}) \). So, we must prove that the “error” transitions, \( P_c(s_{0g}, s_{\text{err}}) \) and \( P_c(s_{0g}, s_{\text{err}}) \), are extensionally equal. But \( s_{\text{succ}}' \) and \( s_{\text{err}}' \) are the only two bottom strongly connected components of the underlying digraph of \( P' \) (Definition 9). Thus, by Theorem 10.27 of Baier and Katoen [5],

\[
\]
Pr^{T_u'}(s_0', s'_sterr) + Pr^{T_u'}(s_0', s'_succ) = 1, where \( T_u' \) is the DTMC obtained by applying some well-defined evaluation \( u \) to \( T' \). Since the choice of \( u \) is arbitrary, \( P_c(s_0, s_{xerr}) \) is extensionally equal to \( P_e(s_0, s_{xerr}) \).

This means that, at the current point of application of the probabilistic reachability algorithm to \( P_c \), \( P_c = P_e \). \( P_e \) and the partially analyzed \( P_c \) have the same probability of reaching the target state \( s_{succ} \). Moreover, since the algorithm preserves this probability at each step, the probabilistic reachability in \( P_c \) is the same at this point as before the algorithm started, and will remain the same until the algorithm stops. Hence, \( \hat{\alpha}(P[x/P']) = \hat{\alpha}(P[x/\hat{\alpha}(P')]) \).

To extend this proof to the case where \( P \) has an arbitrary number of variables, we repeat the argument that the choice of states for elimination is arbitrary. Let us assume, as induction hypothesis, that the lemma holds for a PMC with \( n \) variables. If \( P \) has \( n + 1 \) variables, we apply the same reasoning as in the single-variable case for one of \( P \)'s slots, \( (s_{k+1}, s_{k+1\text{err}}, s_{k+1\text{err}}) \). After eliminating only the states corresponding to a composition at the given slot, we have the following extensional equalities: \( P_e(s_{k+1}, s_{k+1\text{err}}) = P_c(s_{k+1}, s_{k+1\text{err}}) \) and \( P_e(s_{k+1\text{err}}, s_{k+1\text{err}}) = P_c(s_{k+1\text{err}}, s_{k+1\text{err}}) \). Also, the resulting PMC \( P_c \) has \( n \) remaining slots, one for each variable. By the induction hypothesis, after eliminating the states corresponding to all compositions in \( P_c \), we have that \( P_c \) and \( P_e \) are extensionally equal. Hence, \( \hat{\alpha}(P[x_1/P_1, \ldots, x_{n+1}/P_{n+1}]) = \hat{\alpha}(P[x_1/\hat{\alpha}(P_1), \ldots, x_{n+1}/\hat{\alpha}(P_{n+1})) \).

Furthermore, since a composition of only DTMCs into a PMC yields another DTMC, both parametric and non-parametric model checking of this resulting chain (which has no variability) produce the same result. Thus, we have the following corollary of Lemma 13.
**Corollary 1** (R-equivalence of total composition with DTMCs and evaluation). Let \( \mathcal{P} \) be a compositional PMC, \( \mathcal{D}_1, \ldots, \mathcal{D}_k \) be DTMCs, and \( X = \{x_1, \ldots, x_k\} \) be \( \mathcal{P} \)'s variables set. Then,

\[
\alpha(\mathcal{P}[x_1/\mathcal{D}_1, \ldots, x_k/\mathcal{D}_k]) = \alpha(\mathcal{P}[x_1/\alpha(\mathcal{D}_1), \ldots, x_k/\alpha(\mathcal{D}_k)])
\]

Now we have the tools to prove that our feature-product-based analysis is sound. We recall **Theorem 5**:

**Theorem 5** (Soundness of feature-product-based analysis). Given a compositional model \((\mathcal{P}, \prec, \lambda, \mathrm{idt}, \mathrm{p}, \mathrm{w}', \mathrm{FM})\), for all configurations \( c \in [\mathrm{FM}] \), it holds that

\[
\sigma(\hat{\alpha}(\mathcal{P}), \mathrm{w}, c) = \alpha(\pi'(\mathcal{P}, \mathrm{w}', c))
\]

or, alternatively,

\[
[\hat{\alpha}(\mathcal{P})]_c^w = \alpha([\mathcal{P}]_c^{\mathrm{w}'}
\]

where \( \mathcal{P} \in \mathcal{P} \) and \( w \) is the compositional evaluation factory (Definition 25) derived from the composition factory \( w' \).

**Complete proof.** We use well-founded induction. The base of the induction is when \( \mathcal{P} \) is minimal with respect to \( \prec \). In this case, \( X = \emptyset \), so \( \pi'(\mathcal{P}, \mathrm{w}', c) = \mathcal{P} \), that is, \( \alpha(\pi'(\mathcal{P}, \mathrm{w}', c)) = \alpha(\mathcal{P}) \). Likewise, \( \hat{\alpha}(\mathcal{P}) = \alpha(\mathcal{P}) \), so that \( \sigma(\hat{\alpha}(\mathcal{P}), \mathrm{w}, c) = \sigma(\alpha(\mathcal{P}), \mathrm{w}, c) = \alpha(\mathcal{P}) \). Thus, for the base case, \( \sigma(\hat{\alpha}(\mathcal{P}), \mathrm{w}, c) = \alpha(\pi'(\mathcal{P}, \mathrm{w}', c)) \).

We now have to prove that \( \sigma(\hat{\alpha}(\mathcal{P}), \mathrm{w}, c) = \alpha(\pi'(\mathcal{P}, \mathrm{w}', c)) \) for an arbitrary \( \mathcal{P} \in \mathcal{P} \). Our induction hypothesis is that \( \sigma(\hat{\alpha}(\mathcal{P}_i), \mathrm{w}, c) = \alpha(\pi'(\mathcal{P}_i, \mathrm{w}', c)) \) for all \( \mathcal{P}_i \in \mathcal{P} \) such that \( \mathcal{P}_i \prec \mathcal{P} \). Thus, let \( x_i = \mathrm{idt}(\mathcal{P}_i), i \in [1, \ldots, k] \). By Definition 21, we have:

\[
\sigma(\hat{\alpha}(\mathcal{P}), \mathrm{w}, c) = \hat{\alpha}(\mathcal{P})[x_1/\mathrm{w}(c)(x_1), \ldots, x_k/\mathrm{w}(c)(x_k)]
\]

For each \( x_i \), from the definition of the compositional evaluation factory \( w \) (Definition 25),

\[
w(c)(x_i) = \begin{cases} 
\sigma(\hat{\alpha}(\mathcal{P}_i), \mathrm{w}, c) & \text{if } p(x_i)(c) = 1 \\
1 & \text{otherwise}
\end{cases}
\]

\[
= \begin{cases} 
\alpha(\pi'(\mathcal{P}_i, \mathrm{w}', c)) & \text{if } p(x_i)(c) = 1 \\
1 & \text{otherwise}
\end{cases}
\]

(by induction hypothesis)

But, from the definition of the composition factory \( w' \) (Definition 17),

\[
w'(c)(x_i) = \begin{cases} 
\mathcal{P}_i[X_i/\mathrm{w}'(c)] & \text{if } p(x_i)(c) = 1 \\
\mathcal{P}_\bot & \text{otherwise}
\end{cases}
\]

\[
= \begin{cases} 
\pi'(\mathcal{P}_i, \mathrm{w}', c) & \text{if } p(x_i)(c) = 1 \\
\mathcal{P}_\bot & \text{otherwise}
\end{cases}
\]

(Definition 18)

Applying \( \alpha \) to both sides,

\[
\alpha(w'(c)(x_i)) = \begin{cases} 
\alpha(\pi'(\mathcal{P}_i, \mathrm{w}', c)) & \text{if } p(x_i)(c) = 1 \\
\alpha(\mathcal{P}_\bot) & \text{otherwise}
\end{cases}
\]

and, since \( \alpha(\mathcal{P}_\bot) = 1 \),

\[
= \begin{cases} 
\alpha(\pi'(\mathcal{P}_i, \mathrm{w}', c)) & \text{if } p(x_i)(c) = 1 \\
1 & \text{otherwise}
\end{cases}
\]

\[
= w(c)(x_i)
\]

Thus, \( w(c)(x_i) = \alpha(w'(c)(x_i)) \) and we have the following:

\[
\sigma(\hat{\alpha}(\mathcal{P}), \mathrm{w}, c) = \hat{\alpha}(\mathcal{P})[x_1/\mathrm{w}(c)(x_1), \ldots, x_k/\mathrm{w}(c)(x_k)]
\]

\[
= \hat{\alpha}(\mathcal{P})[x_1/\alpha(w'(c)(x_1)), \ldots, x_k/\alpha(w'(c)(x_k))]
\]

\[
= \alpha(\mathcal{P}[x_1/\alpha(w'(c)(x_1)), \ldots, x_k/\alpha(w'(c)(x_k))])
\]

(Definition 18)
B.4. Lifting lemmas

This appendix covers details of lemmas related to lifting of expressions and of compositional evaluation factories.

Lemma 4 (Soundness of expression lifting). If $e$ is a rational expression over Real constants and variables $x_i \in X$, $|X| = n$, $A_1, \ldots, A_n$ are ADDs, and $\hat{e} = \text{lift}(e)$, then

$$\hat{e}[x_1/A_1, \ldots, x_n/A_n](\hat{b}) = e[x_1/A_1(\hat{b}), \ldots, x_n/A_n(\hat{b})]$$

where $\hat{b}$ is a vector of $k$ Booleans, corresponding to a selection of the $k$ features in a given product line.

Complete proof. The proof is by structural induction on the expression $e$. The base cases are constant expressions and single variables:

- $e = c$, where $c \in \mathbb{R}$:
  - In this case, $\hat{e} = \hat{c}$. Since $e$ has no variables (and neither has $\hat{e}$), we apply the empty evaluation $[\ ]$. Thus, $\hat{e}[\ ](\hat{b}) = \hat{c}(\hat{b}) = c = e = e[\ ]$.

- $e = x$:
  - In this case, $\hat{e} = \chi$. If $A$ is an arbitrary ADD, then: $\hat{e}[x/A](\hat{b}) = A(\hat{b}) = e[x/A(\hat{b})]$.

Now we have to prove the statement holds for $e = e_1 \circ e_2$ (where $\circ \in \{+, -, \times, \div\}$) and for $e = e_i^1$ (where $i \in \mathbb{N}$). As induction hypothesis, assume that the following holds for the expressions $e_1$ and $e_2$:

$$\hat{e}[x_1/A_1, \ldots, x_n/A_n](\hat{b}) = e[x_1/A_1(\hat{b}), \ldots, x_n/A_n(\hat{b})] \quad \text{(L.H.)}$$

Let $u : X \rightarrow (\mathbb{R}^k \rightarrow \mathbb{R})$ be a lifted evaluation such that $u(x_i) = A_i$ is an ADD. We then have the following:

- $e = e_1 \circ e_2$, where $\circ \in \{+, -, \times, \div\}$:
  - In this case, $\hat{e} = \hat{e}_1 \circ \hat{e}_2$. Hence,
    $$\hat{e}[x/u](\hat{b}) = (\hat{e}_1 \circ \hat{e}_2)[x/u](\hat{b}) = (\hat{e}_1[x/u] \circ \hat{e}_2[x/u])(\hat{b})$$
    $$= \hat{e}_1[x/u](\hat{b}) \circ \hat{e}_2[x/u](\hat{b})$$
    $$= \hat{e}_1[x_1/A_1, \ldots, x_n/A_n](\hat{b}) \circ \hat{e}_2[x_1/A_1, \ldots, x_n/A_n](\hat{b})$$
    $$= e_1[x_1/A_1(\hat{b}), \ldots, x_n/A_n(\hat{b})] \circ e_2[x_1/A_1(\hat{b}), \ldots, x_n/A_n(\hat{b})]$$
    $$= (e_1 \circ e_2)[x_1/A_1(\hat{b}), \ldots, x_n/A_n(\hat{b})]$$
    $$= e[x_1/A_1(\hat{b}), \ldots, x_n/A_n(\hat{b})]$$

- $e = e_i^1$, where $i \in \mathbb{N}$:
  - In this case, $\hat{e} = \hat{e}_i^1$. Hence,
    $$\hat{e}[x/u](\hat{b}) = \hat{e}_i^1[x/u](\hat{b}) = \hat{e}_i^1[x_1/A_1 \ldots x_n/A_n](\hat{b})$$
    $$= \hat{e}_i^1[x_1/A_1, \ldots, x_n/A_n](\hat{b})$$
    $$= e_i^1[x_1/A_1(\hat{b}), \ldots, x_n/A_n(\hat{b})]$$

The soundness of lifted compositional evaluation factories is now presented in its complete form. First, we recall the corresponding lemma’s statement.
Lemma 6 (Soundness of lifted compositional evaluation factory). Given a compositional model \((\mathcal{P}, \prec, \mathbb{I}, \mathbb{d}, \mathcal{w}, \mathcal{F})\) and the compositional evaluation factory \(\mathcal{w}\), derived from the composition factory \(\mathcal{w}'\) (Definition 25), for all \(x \in \mathbb{I}\) and all \(c \in [\mathcal{F}]\) it holds that 
\[ \mathcal{w}(x) = \mathcal{w}(x)(x) \]

Complete proof. If \(\mathcal{P} \in \mathcal{P}\) is such that \(idt(\mathcal{P}) = x\), then 
\[ \mathcal{w}(x)(c) = \text{ITE}(\hat{\mathcal{P}}(x), f_{\mathcal{P}}(c), \hat{\mathcal{P}}(c)) \]

By Lemma 4, \(\hat{\mathcal{P}}(x)(c) = \hat{\mathcal{P}}([x_1, x_2, \ldots, x_k])\). Also, \(\forall c \in [\mathcal{F}] \cdot \hat{\mathcal{P}}(c) = c\). Thus, 
\[ \mathcal{w}(x)(c) = \frac{f_{\mathcal{P}}(c)}{\mathcal{w}(x)(c)} \]

Expanding the definition of \([\hat{\mathcal{P}}(\mathcal{w})]_{\mathcal{w}}\), we have 
\[ \mathcal{w}(x)(c) = \frac{f_{\mathcal{P}}(c)}{\hat{\mathcal{P}}(c)} \]

Since \(\hat{\mathcal{P}}(c) = p(x)(c)\), we compare corresponding cases in the Equations (2), (3). The cases in which \(p(x)(c) = 0\) are trivially equal. Otherwise, we use well-founded induction.

The base of our induction are minimal PMCs. A minimal PMC \(\mathcal{P}\) has no variables \(X = \emptyset\), so \(\hat{\mathcal{P}}(x) = \alpha(\mathcal{P})\) for any evaluation \(u\). Since \(w(x)\) is an evaluation, and considering \(w(x)(c)\) takes a variable \(x\) to a Real number (thus, also being an evaluation), we have that \(\hat{\mathcal{P}}(x) = \alpha(\mathcal{P})\). For non-minimal PMCs, assume, as induction hypothesis, that \(\hat{\mathcal{P}}(x)[x_j/c] = \hat{\mathcal{P}}(x)[x_j/c]\) for all \(\mathcal{P} \prec \mathcal{P}\), where \(j \in [1, \ldots, k]\). Then, for any \(x_j \in X\),
\[ \mathcal{w}(x_j)(c) = \frac{f_{\mathcal{P}}(c)}{\hat{\mathcal{P}}(x_j)(c)} \]

However, the induction hypothesis implies the right-hand sides of the Equations (4), (5) are equal. Thus, \(\mathcal{w}(x_j)(c) = \mathcal{w}(x_j)(x)\) for all \(x_j \in X\), which means
\[ \hat{\mathcal{P}}(x)[x_j/c] = \hat{\mathcal{P}}(x)[x_j/c] \]

and, by well-founded induction, the cases where \(p(x)(c) = 1\) in the Equations (2), (3) are also equal. Hence, \(\mathcal{w}(x)(c) = \mathcal{w}(x)(x)\). \(\square\)

B.5. Variability encoding

This appendix deals with formal definitions and complete proofs related to variability encoding of PMCs and of rational expressions.

B.5.1. Variability encoding of PMCs

We start by formally defining the \(\text{ITE}\) operator for PMCs, which was only presented as an intuition in the main body of the paper.

Definition 34 (\(\text{ITE}\) operator for PMCs). Given two compositional PMCs, \(\mathcal{P} = (S, s_0, s_{\text{Suc}}, s_{\text{Err}}, X, \mathcal{P}, T)\) and \(\mathcal{P}' = (S', s'_0, s'_{\text{Suc}}, s'_{\text{Err}}, X', \mathcal{P}', T')\), and a variable \(x \not\in X \cup X'\), the if-then-else operator for PMCs is defined as
\[ \text{ITE}(x, \mathcal{P}, \mathcal{P}') = \mathcal{P}'' \]
where \(\mathcal{P}'' = (S'', s''_0, s''_{\text{Suc}}, s''_{\text{Err}}, X'', \mathcal{P}'', T'')\) is a compositional PMC such that:
• \( S'' = S \cup S' \cup \{ s''_0', s''_suc', s''_err' \} \)
• The state \( s''_0 \) is the new initial one, \( s''_suc \) is the new success state, and \( s''_err \) is the new error state.
• \( X'' = X \cup X' \cup [x] \)
• \( T'' = \{ s''_suc \} \)
• \( P'' \) is such that:
  - \( P''(s''_0, s_0) = x \)
  - \( P''(s''_suc, s''_suc) = 1 - x \)
  - \( P''(s''_suc, s''_err) = P''(s''_suc, s''_suc) = 1 \)
  - \( P''(s''_err, s''_suc) = P''(s''_err, s''_err) = 0 \)
  - \( P''(s''_err, s''_err) = 0 \)
  - For all remaining combinations of \( s_1, s_2 \in S'' \):
    \[
    P''(s_1, s_2) = \begin{cases} P(s_1, s_2) & \text{if } s_1, s_2 \in S \\ P'(s_1, s_2) & \text{if } s_1, s_2 \in S' \\ 0 & \text{otherwise} \end{cases}
    \]

This \( \text{ITE} \) operator is mainly useful because of its \( r \)-equivalence property. We recall Lemma 7 and present its complete proof:

Lemma 7 (\( r \)-equivalence for \( \text{ITE} \)). Given two compositional PMCs, \( D = (S, s_0, s_{suc}, s_{err}, X, P, T) \) and \( D' = (S', s'_0, s'_{suc}, s'_{err}, X', P', T') \), and a variable \( x \notin X \cup X' \), let \( W'' = \text{ITE}(x, D, D') \). If \( (D'', p, w, FM) \) is an annotative model with \( D'' \) as its underlying PMC,\(^\text{10}\) where \( p, w, \) and \( FM \) are arbitrarily chosen, then, for every \( c \in [FM] \),

\[
\alpha(\text{ITE}(x, D, D'))^w_c = \begin{cases} \alpha(\text{ITE}(x, D, D'))^w_c & \text{if } p(x)(c) = 1 \\ \alpha(\text{ITE}(x, D, D'))^w_c & \text{otherwise} \end{cases}
\]

**Complete proof.** We are interested in computing the probability of reaching \( s''_{suc} \) from \( s''_0 \) in \( D'' = \text{ITE}(x, D, D') \) under evaluation \( w(c) \). In \( D'', s'_0 \neq s''_{suc} \) and \( s''_{suc} \) is reachable from \( s'_0 \) (since \( s''_{suc} \) is, by definition, reachable from \( s_{suc} \) and \( s_{suc}' \)). Hence, the reachability of \( s''_{suc} \) from \( s''_0 \) satisfies **Definition 1**, by which the probability of reaching state \( s_2 \) from state \( s_1 \) in a DTMC \( D = (S, s_0, P, T) \) is given by

\[
Pr_D(s_1, s_2) = \sum_{s_1 \in S, s_2 \in S} P(s_1, s_2) \cdot Pr_D(s_2) + P(s_1, s_2)
\]

By **Definition 34**, \( P''(s''_0, s_0) = x \), \( P''(s''_0, s_0') = 1 - x \), and \( P''(s''_0, s'') = 0 \) for all other \( s'' \in S'' \). Thus,

\[
\alpha(\text{ITE}(x, D, D'))^w_c = Pr_{w(c)}(s_0', s_{suc}') = \sum_{s'' \in S'' \setminus \{s''_{suc}\}} P''(s_0', s'') \cdot Pr_{w(c)}(s''', s''_{suc}) + P''(s_0', s''_{suc})
\]

\[
\alpha(\text{ITE}(x, D, D'))^w_c = \sum_{s'' \in S'' \setminus \{s''_{suc}\}} P''(s_0', s'') \cdot Pr_{w(c)}(s''', s''_{suc}) + 0
\]

\[
\alpha(\text{ITE}(x, D, D'))^w_c = w(c)(x) \cdot Pr_{w(c)}(s_0', s''_{suc}) + (1 - w(c)(x)) \cdot Pr_{w(c)}(s_0', s_{suc}')
\]

Since \( w(c)(x) \) equals 1 if \( p(x)(c) = 1 \) and 0 otherwise (**Definition 7**),

\[
\alpha(\text{ITE}(x, D, D'))^w_c = \begin{cases} Pr_{w(c)}(s_0', s''_{suc}) & \text{if } p(x)(c) = 1 \\ Pr_{w(c)}(s_0', s_{suc}') & \text{otherwise} \end{cases}
\]

But, since \( s_0 \in S \) and the only state in \( S \) that can reach \( s''_{suc} \) is \( s_{suc} \) (**Definition 34**), the probability of reaching \( s''_{suc} \) from \( s_0 \) is the probability of reaching \( s_{suc} \) from \( s_0 \) multiplied by the transition probability from \( s_{suc} \) to \( s''_{suc} \):

\(^{10}\) By **Definition 5**, any compositional PMC is also an annotative PMC (**Definition 4**). Thus, a compositional PMC can be the underlying PMC of an annotative model.
Theorem that associated with wise, \( \alpha \), their \( \alpha(\mathcal{P}) \). Each \( \alpha(\mathcal{P}) \), \( \mathcal{P} \) with \( \mathcal{P}_c = \alpha(\mathcal{P}) \). Hence,

\[
\alpha([\mathcal{P}]_c^\mathcal{P}) = \begin{cases} 
\alpha([\mathcal{P}]_c^{\mathcal{P}'}) & \text{if } p(x)(c) = 1 \\
\alpha([\mathcal{P}]_c^\mathcal{P}) & \text{otherwise}
\end{cases}
\]

The above lemma establishes the ITE operator has the effect of alternating behaviors if the resulting PMC is evaluated by replacing the switching variable \( x \) with 0 or 1. However, the PMC operands of ITE are part of a compositional model, so their own variables are interpreted as placeholders to be used during composition, instead (see Section 3.2). To cope with this mismatch, we only use the ITE operator with PMCs that are either plain DTMCs or that result themselves from variability encoding.

The resulting theorem stating the soundness of this variability encoding for PMCs is recalled and proved next.

**Theorem 8** (R-equivalence of variability encoding and derivation by composition). Given a compositional model \((\mathcal{P}, \prec, I, \text{idt, p, w', FM})\) and \( \mathcal{P} \in \mathcal{P} \), let \( (\gamma(\mathcal{P}), p, w, FM) \) be its variability-encoded annotative model. Then, for all \( c \in [FM] \),

\[
\alpha([\gamma(\mathcal{P})]_c^\gamma) = \alpha(\pi'(\mathcal{P}, w', c))
\]

**Complete proof.** We use well-founded induction. For minimal PMCs (base of induction), \( (\gamma(\mathcal{P}) = \mathcal{P} \), so \([\gamma(\mathcal{P})]_c^\gamma = \mathcal{P} \). Likewise, \( \pi'(\mathcal{P}, w', c) = \mathcal{P} \), so the proposition holds trivially.

As induction hypothesis, we have that \( \alpha([\gamma(\mathcal{P}_1)]_c^{\gamma_1}) = \alpha(\pi'(\mathcal{P}_1, w', c)) \) for all \( \mathcal{P}_1 \in \mathcal{P} \) such that \( \mathcal{P}_1 < \mathcal{P} \). For brevity, in the following equations, we use \( \Lambda_1 \) to denote ITE\( (x_i, \gamma(\mathcal{P}_1), \mathcal{P}_2) \).

\[
\alpha([\gamma(\mathcal{P})]_c^\gamma) = [\hat{\alpha}(\gamma(\mathcal{P}))]_c^\gamma \quad \text{(Theorem 1)}
\]

\[
= [\hat{\alpha}(\mathcal{P}[x_1/\Lambda_1, \ldots, x_k/\Lambda_k])]_c^\gamma \quad \text{(Definition 27)}
\]

\[
= [\hat{\alpha}(\mathcal{P}[x_1/\Lambda_1], \ldots, x_k/\Lambda_k)]_c^\gamma \quad \text{(Lemma 13)}
\]

\[
= [\hat{\alpha}(\mathcal{P})[x_1/\Lambda_1], \ldots, x_k/\Lambda_k]]_c^\gamma \quad \text{(Lemma 3)}
\]

\[
= \hat{\alpha}(\mathcal{P})[x_1/\Lambda_1], \ldots, x_k/\Lambda_k]][X/w(c)] \quad \text{(Definition 21)}
\]

\[
= \hat{\alpha}(\mathcal{P})[x_1/\Lambda_1][X/w(c)], \ldots,
\]

\[
= \hat{\alpha}(\mathcal{P})[x_1/\Lambda_1][X/w(c)], \ldots, x_k/\Lambda_k]][X/w(c)] \quad \text{(Equation (1))}
\]

\[
= \hat{\alpha}(\mathcal{P})[x_1/\Lambda_1], \ldots, x_k/\Lambda_k]][X/w(c)] \quad \text{(Definition 21)}
\]

\[
= \hat{\alpha}(\mathcal{P})[x_1/\alpha([\Lambda_1]_c^\gamma), \ldots, x_k/\alpha([\Lambda_k]_c^\gamma)] \quad \text{(Theorem 1)}
\]

\[
= \alpha([\mathcal{P}]_c^{\mathcal{P}_1}/\alpha([\Lambda_1]_c^{\gamma_1}), \ldots, x_k/\alpha([\Lambda_k]_c^{\gamma_1})) \quad \text{(Lemma 3)}
\]

leaving us with the following partial result:

\[
\alpha([\gamma(\mathcal{P})]_c^\gamma) = \alpha([\mathcal{P}]_c^{\mathcal{P}_1}/\alpha([\Lambda_1]_c^{\gamma_1}), \ldots, x_k/\alpha([\Lambda_k]_c^{\gamma_1}))
\]

(6)

Each variable substitution expands to two different cases, corresponding to whether \( c \) satisfies the presence condition associated with \( x_i \) or not. Let us examine the substitution for a given \( x_i \):

\[
\alpha([\Lambda_i]_c^\gamma) = \alpha([\text{ITE}(x_i, \gamma(\mathcal{P}_1), \mathcal{P}_2)]_c^{\gamma_1})
\]

\[
= \begin{cases} 
\alpha([\gamma(\mathcal{P}_1)]_c^\gamma) & \text{if } p(x)(c) = 1 \\
\alpha([\mathcal{P}]_c^\gamma) & \text{otherwise}
\end{cases}
\]

(6)

\[
= \begin{cases} 
\alpha(\pi'(\mathcal{P}, w', c)) & \text{if } p(x)(c) = 1 \\
\alpha([\mathcal{P}]_c^\gamma) & \text{otherwise}
\end{cases}
\]

(by induction hypothesis)

\[
= \alpha(w'(c)(x_i))
\]

(Definitions 17 and 18)

that is,
\[ \alpha([\Lambda_1]^w) = \alpha(w'(c)(x_i)) \]  

Hence, we can substitute Equation (7) into Equation (6):

\[
\alpha([\gamma(\mathcal{P})]^w) = \alpha(\mathcal{P}[x_1/\alpha([\Lambda_1]^w), \ldots, x_k/\alpha([\Lambda_k]^w)]) \quad \text{(Equation (6))}
\]

\[
= \alpha(\mathcal{P}[x_1/\alpha(w'(c)(x_1)), \ldots, x_k/\alpha(w'(c)(x_k))]) \quad \text{(Equation (7))}
\]

\[
= \alpha(\mathcal{P}[x_1/\alpha(w'(c))(x_1), \ldots, x_k/\alpha(w'(c))(x_k)]) \quad \text{(Corollary 1)}
\]

\[
= \alpha(\pi'(\mathcal{P}, w', c)) \quad \text{(Definition 18)}
\]

**B.5.2. Variability encoding of expressions**

We start by proving that the \( \text{ITE} \) operator for expressions has the intended semantics. This result is expressed by **Lemma 8**, which we now recall.

**Lemma 8** (Extensional equality for expression \( \text{ITE} \)). Given two expressions \( \varepsilon \) and \( \varepsilon' \) over the sets \( X \) and \( X' \) of variables, respectively, and a variable \( x \), let \( X'' = X \cup X' \cup \{x\} \) and \( u : X'' \rightarrow [0,1] \) be an evaluation function such that \( u(x) \in \mathbb{B} \). Then,

\[
\text{ITE}(x, \varepsilon, \varepsilon')[X''/u] = \begin{cases} 
\varepsilon[X''/u] & \text{if } u(x) = 1 \\
\varepsilon'[X''/u] & \text{if } u(x) = 0 
\end{cases}
\]

**Complete proof.** The proof is mainly algebraic. Expanding the definition of \( \text{ITE} \), we have:

\[
\text{ITE}(x, \varepsilon, \varepsilon')[X''/u] = (x \cdot \varepsilon + (1 - x) \cdot \varepsilon')[X''/u]
\]

\[
= (x \cdot \varepsilon)[X''/u] + ((1 - x) \cdot \varepsilon')[X''/u]
\]

\[
= x[X''/u] \cdot \varepsilon[X''/u] + (1 - x)[X''/u] \cdot \varepsilon'[X''/u]
\]

\[
= u(x) \cdot \varepsilon[X''/u] + (1 - u(x)) \cdot \varepsilon'[X''/u]
\]

which, considering that the sets of variables in \( \varepsilon \) and \( \varepsilon' \) are \( X \) and \( X' \), respectively, and that these sets are subsets of \( X'' \), leads to

\[
\text{ITE}(x, \varepsilon, \varepsilon')[X''/u] = \begin{cases} 
\varepsilon[X''/u] & \text{if } u(x) = 1 \\
\varepsilon'[X''/u] & \text{if } u(x) = 0 
\end{cases}
\]

Using this result and the definitions in the main body of the paper, we can prove that variability encoding for expressions is sound.

**Theorem 9** (Soundness of variability encoding for expressions). Given a compositional model \( (\mathcal{P}, \prec, l, \text{idt}, p, w', \mathcal{F}M) \) and \( \mathcal{P}, \mathcal{P}_1, \ldots, \mathcal{P}_k \in \mathcal{P} \) such that \( \mathcal{P}_1 \prec \mathcal{P} \) and \( x_i = \text{idt}(\mathcal{P}_i) \) for \( i \in \{1, \ldots, k\} \), let \( \varepsilon = \hat{\alpha}(\mathcal{P}) \). Let also \( w \) be the compositional evaluation factory derived from \( w' \) (Definition 25) and \( w_p \) be the annotative evaluation factory obtained from \( w \) (Definition 31). Then, for all \( c \in \mathcal{F}M \) it holds that

\[
\sigma(\gamma(\varepsilon), w_p, c) = \sigma(\varepsilon, w, c)
\]

**Complete proof.** We use well-founded induction. For a minimal PMC \( \mathcal{P} \) (base of induction), \( \hat{\alpha}(\mathcal{P}) = \varepsilon \) has no variables. This way, \( \gamma(\varepsilon) = \varepsilon \) and \( \sigma(\varepsilon, u) = \varepsilon \) for any evaluation \( u \). Thus, both sides of the equality evaluate to \( \varepsilon \) and the proposition holds trivially.

As induction hypothesis, we have that \( \sigma(\gamma(\varepsilon_i), w_p, c) = \sigma(\varepsilon_i, w, c) \) for all \( \varepsilon_i = \hat{\alpha}(\mathcal{P}_i) \) such that \( \mathcal{P}_i \prec \mathcal{P} \). For brevity, we use \( \Lambda_i \) to denote \( \text{ITE}(x_i, \gamma(\varepsilon_i), 1) \) in the following equations.

\[
\sigma(\gamma(\varepsilon), w_p, c) = \sigma(\varepsilon[x_1/\Lambda_1, \ldots, x_k/\Lambda_k], w_p, c) \quad \text{(Definition 30)}
\]

\[
= \varepsilon[x_1/\Lambda_1, \ldots, x_k/\Lambda_k][X/w_p(c)] \quad \text{(Definition 21)}
\]

\[
= \varepsilon[x_1/\Lambda_1][X/w_p(c)], \ldots, x_k/\Lambda_k][X/w_p(c)] \quad \text{(Equation (1))}
\]

yielding the following equation:

\[
\sigma(\gamma(\varepsilon), w_p, c) = \varepsilon[x_1/\Lambda_1][X/w_p(c)], \ldots, x_k/\Lambda_k][X/w_p(c)] \quad \text{(8)}
\]
Each variable substitution expands to two different cases, corresponding to whether \( c \) satisfies the presence condition associated with \( x_i \) or not. Let us examine the substitution for a given \( x_i \):

\[
\Lambda_i[X/w_p(c)] = \begin{cases} 
1 \text{TE}(\gamma(\epsilon_i), 1) [X/w_p(c)] & \text{if } p(x_i)(c) = 1 \text{ } (w_p(c)(x_i) = 1) \\
[X/w_p(c)] & \text{otherwise } (w_p(c)(x_i) = 0)
\end{cases}
\]

(Definition 8)

Hence, substituting Equation (9) into Equation (8), we have

\[
\sigma(\gamma(\epsilon), w, c) = \epsilon[x_1/\Lambda_1[X/w_p(c)], \ldots, x_k/\Lambda_k[X/w_p(c)]]
\]

(Equation (8))

\[
\sigma(\epsilon, w, c) = \epsilon[X/w(c)]
\]

(Equation (9))

(Definition 21)\)

\[
\sigma(\epsilon, w, c) = \epsilon[X/w(c)]
\]

(Definition 21)\)
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