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ABSTRACT

Configurable software systems offer user-selectable features to tai-
lor them to the target hardware and user requirements. It is almost
a rule that, as the number of features increases over time, unin-
tended and inadvertent feature interactions arise. Despite numerous
definitions of feature interactions and methods for detecting them,
there is no procedure for determining whether the effect of a feature
interaction could be, in principle, observed from an external perspec-
tive. In this paper, we devise a decision procedure to verify whether
the effect of a given feature or potential feature interaction could be
isolated by blackbox observations of a set of system configurations.
For this purpose, we introduce the notion of blackbox observability,
which is based on recent work on counterfactual reasoning on con-
figuration decisions. Direct observability requires a single reference
configuration to isolate the effect in question, while the broader
notion of general observability relaxes this precondition and suf-
fices with a set of reference configurations. We report on a series
of experiments on community benchmarks as well as real-world
configuration spaces and models. We found that (1) deciding ob-
servability is indeed tractable in real-world settings, (2) constraints
in real-world configuration spaces frequently limit observability,
and (3) blackbox performance models often include effects that are
de facto not observable.

1 INTRODUCTION

The question of observability, that is, which properties of a system
can be determined from external observations, is fundamental in
various disciplines, including philosophy [19], applied physics [40],
control theory [57], and runtime monitoring [38]. Given a set of
observations of a system’s behavior, it is possible to infer infor-
mation about the system’s internal state and properties. The most
informative behaviors are those that expose different effects along
with different observations, enabling counterfactual reasoning and
allowing conclusions about system internals from external observa-
tions [63]. The decision problem of observability refers to the ques-
tion of whether it is, in principle, possible to make such property-
discriminating observations. This problem is of utter importance
for system analysis and design: If a system property is, in principle,

ASE ’24, October 27-November 1, 2024, Sacramento, CA, USA
© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-1248-7/24/10
https://doi.org/10.1145/3691620.3695490

observable, engineers can collect and analyze a proper set of ob-
servations for which the system exhibits different properties. For
example, testing a system’s performance would involve a set of
test cases that trigger both high and low performance behavior.
Conversely, if a system property is, in principle, not observable, all
analyses of observations will lack a factual basis, and there is no
chance to ever find a set of observations that expose this property.

A premise of our work is that the observability problem is funda-
mental in designing and analyzing configurable software systems.
A configurable software system provides a set of features (e.g., con-
figuration options) that a user can select to tailor it to the target
hardware and user requirements. In fact, most non-trival software
systems today are configurable [2]. The combinatorics of selecting
features typically leads to a huge number of possible system configu-
rations [4]. The behavior and properties of a system greatly depend
on its configuration. In particular, interactions among features can
lead to undesired and inadvertent behaviors, which is known as the
feature-interaction problem [1, 6, 46]. The crux is that, due to the
often huge number of system configurations, it is infeasible or even
impossible to test all system configurations covering all potential
feature interactions [1, 6, 27, 46].

A further complication is that there are typically constraints
among features that must be satisfied for them to be selectable
(e.g., a feature requires another), rendering only the system con-
figurations as valid that fulfill such constraints [4]. For an invalid
configuration, the corresponding software cannot be deployed in
practice and thus can never provide observations for analysis. The
observability of the effects of individual features and interacting
features is hence fundamentally limited by the constraints imposed
on valid configurations. For example, consider a database system in
which an authentication feature requires an encryption feature to
be enabled. In this case, it is impossible to observe any interaction
between the authentication feature and any other feature of the
system in a blackbox manner. While such observability questions
naturally arise [15, 47, 66], we are not aware of any foundational
method to deciding observability in configurable systems.

In this paper, we address the fundamental question of whether
and how effects arising from individual features and feature inter-
actions can be, in principle, observed without internal knowledge
of the system—knowledge that might be unavailable or hard to
obtain. Our goal is to establish a decision procedure that, given the
constraints on valid configurations, decides whether an effect could
be observed by running and comparing observations of a set of sys-
tem configurations (e.g., by comparing the runtime of two system
configurations that differ only in the selection of one feature). As
a foundation, we formally introduce direct observability and then
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extend it to the broader notion of general observability. While direct
observability requires a single configuration as a reference to render
the effect in question observable, general observability relaxes this
precondition and suffices with a set of system configurations as a
reference. We then devise a decision procedure implementing our
formal definitions of direct and general observability. To evaluate
our decision procedure, we conducted a series of experiments on
community benchmarks and real-world configuration spaces and
models to assess the feasibility of deciding observability in prac-
tice and to investigate the impact of configuration constraints on
observability. We found that (1) deciding blackbox observability is
indeed feasible in real-world settings, (2) constraints in real-world
configuration spaces frequently limit blackbox observability, and (3)
a popular class of models (blackbox performance models [33]) often
include effects that are de facto not blackbox observable, which
limits their interpretability.

Contributions. This paper makes the following contributions:
• We describe the problem of observability of features and feature
interactions in configurable systems.

• We introduce formal definitions of direct and general observabil-
ity of features and feature interactions in configurable systems.

• We devise a decision procedure that decides observability.
• We evaluate the procedure on community benchmarks and real-
world configuration spaces and models.

Supplement. The implementation of our decision procedure, the
data, and the code to run the experiments are publicly available.1

2 BACKGROUND

In this section, we provide the necessary background on config-
urable systems that is used throughout this paper. We explain the
abstract view on configurable systems that we use, as well as the
necessary notions to express and reason about variability in the
presence of constraints. We also discuss the notion of blackbox
performance models, which are used to model the performance of
configurable software systems.

Configurable Systems.A common approach to model the variabil-
ity of a software system is to use features [34] (i.e., separate units
of functionality). We denote the set of all features with F . Features
can be selected or deselected, which means that the corresponding
functionality of the software system is included in the system or
not, respectively. We abstract this behavior by treating features as
Boolean variables, where an included functionality (selected fea-
ture) is represented by ⊤, and an excluded functionality (deselected
feature) is represented by ⊥. Assigning a truth value (i.e., ⊤ or⊥) to
each feature of the software system is called a configuration. We use
V to denote the valid configuration space, that is, the set of all valid
configurations of a system, which is encoded by a feature model.

Example 2.1. Consider a simple e-mail system over the set of
features F = {𝑚, 𝑠, 𝑒, 𝑐, 𝑎, 𝑟 }, defining the base functionality of the
email system, as well as optional functionalities for signing and
encrypting with a specific encryption algorithm, Caesar, AES, or
RSA. If the Caesar encryption algorithm is not selected, then the
signature feature must be selected. Figure 1 shows a feature diagram
1https://github.com/BlackboxObservability/UatuEvaluation/

representing these features and constraints, which results in the
set of valid configurations

V = {𝑚𝑒𝑐,𝑚𝑠,𝑚𝑠𝑒𝑐,𝑚𝑠𝑒𝑎,𝑚𝑠𝑒𝑟 }.
Note that, to simplify the notation, we write a configuration as a
string of features, where a feature is included if it is present in the
string, and excluded otherwise.

email system

encryption signature

¬Caesar ⇒ signatureCaesar AES RSA

Figure 1: Feature model of a small e-mail system

A partial configuration is a configuration that assigns a truth
value to only a subset of features. We use Δ(F ) to denote the set
of all partial configurations over F , and Θ(F ) for the set of all
configurations. We denote by supp(𝜕) the set of all features that
are assigned a value by a partial configuration 𝜕. Given a configu-
ration 𝜂 and a set of features 𝑋 ⊆ F , we denote by switch(𝜂,𝑋 ) a
configuration that is derived by switching the values of all features
in 𝑋 (i.e., switch(𝜂,𝑋 ) (𝑓 ) = ¬𝜂 (𝑓 ) for all 𝑓 ∈ 𝑋 ).

The semantics of a partial configuration J𝜕K is defined as the set
of all configurations that satisfy the constraints of 𝜕. We refer to all
configurations that satisfy the constraints of a partial configuration
𝜕 (that is 𝜂 ∈ J𝜕K) as configurations that are consistent with the
partial configuration 𝜕. Expanding a partial configuration 𝜕 w.r.t. a
set of features 𝑋 ⊆ F means to keep the constraints for all features
not contained in 𝑋 and remove the constraints for all features in 𝑋 .
This operation is denoted by 𝜕 ↑𝑋 , where supp(𝜕 ↑𝑋 ) = supp(𝜕)\𝑋
and 𝜕 ↑𝑋 (𝑓 ) = 𝜕(𝑓 ) for all 𝑓 ∈ supp(𝜕) \ 𝑋 .

Example 2.2. Consider the e-mail system from Example 2.1.
Suppose a user is interested in configurations that include the
signature feature. We can express this by the partial configura-
tion 𝜕 = {𝑠 ↦→ ⊤}. For this partial configuration, the set of valid
configurations included in J𝜕K isV ∩ J𝜕K = {𝑚𝑠,𝑚𝑠𝑒𝑐,𝑚𝑠𝑒𝑎,𝑚𝑠𝑒𝑟 }
and the support is supp(𝜕) = {𝑠}. In this example, the expansion of
the partial configuration 𝜕 (i.e., 𝜕 ↑𝑋 with 𝑋 = {𝑠}) means that the
semantics of the partial configuration is the set of all configurations
(i.e., J𝜕 ↑𝑋 K = Θ(F )).

Blackbox Performance Models. Performance (e.g., run time, la-
tency, throughout, energy consumption) is a key property of many
software systems. Modeling and predicting the performance of a
software system is already challenging, but the fact that a system
may come in many variants (i.e., configurations) considerably com-
plicates this task. In response to this challenge, researchers have
devised a range of performance modeling techniques that allow a
user to predict the performance of a configuration depending on the
selected features [26, 31, 53]. While there is a multitude of types of
models [31], a canonical representation of a performance model is
a function, in additive form, that assigns performance influences to
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each feature and feature interaction that is relevant for the perfor-
mance behavior. The performance influences are typically learned
from a set of reference configurations, which are configurations
that have been executed and measured [31].

Example 2.3. In our e-mail system a performance model could
be as follows:

Π = 5 ·𝑚 + 10 · 𝑠 + 15 · 𝑒 + 10 · 𝑠 · 𝑒 + . . . .

The variables in this model are the system features, and the coeffi-
cients are the performance influences of the corresponding features
(single variables, e.g., 𝑠) and feature interactions (multiplicative
terms, e.g., 𝑠 · 𝑒). The performance of a configuration is the sum
of the performance influences of features and interactions that are
selected in such configuration (⊤ is mapped to 1 and ⊥ is mapped
to 0). The partial configuration that corresponds to the interaction
between the features 𝑠 and 𝑒 is 𝜕𝑠𝑒 = {𝑠 ↦→ ⊤, 𝑒 ↦→ ⊤}.

It is important to note that these models have also been used for
explanation [35, 41, 42, 53, 61], besides prediction. For example, to
identify the feature that has the largest influence on performance
(𝑒 in our example). However, the learning procedure is typically
optimized for prediction accuracy, instead of explainability, which
may lead to wrong conclusions, as we discuss in Section 5.

3 BLACKBOX OBSERVABILITY

Observability is a well-studied concept in a wide variety of research
areas, such as philosophy, applied physics, control theory, and run-
time monitoring [19, 38, 40, 57]. In this paper, we address the fun-
damental question of whether effects (e.g., correctness, reliability,
or runtime) arising from individual features or feature interactions
can be observed without internal knowledge of the system. This
understanding can help us judge the interpretability of models that
use those features and feature interactions to explicate the behavior
of the system (e.g., stability, safety, or energy consumption).

In what follows, we introduce the notion of blackbox observ-
ability for individual features and feature interactions (i.e., partial
configurations) in the context of configurable systems. We start
with a formal definition of direct observability and lift it to general
observability, which is more general, as it combines direct and in-
direct observability. It is important to note that our definitions of
observability are concerned with the structural constraints between
the features of the configurable system. As such, our definitions
only make statements about the nature of the constraints of the
configuration space, not about the actual behavior of the system
and its features. This includes masking or shielding effects, which
might prevent the observation of the effect of certain features or
feature interactions when executing the system, even though they
might be generally observable.

Direct Observability. The basic reasoning task to decide whether
a partial configuration is directly observable is to check whether
there is a witness and a counter witness2 of the partial configuration. A
witness of a partial configuration is a configuration that is consistent
with the partial configuration and a counter witness is a valid
2A counter witness 𝜂 represents a valid configuration for which all features in the
support of a partial configuration 𝜕 are switched in configuration 𝜂. The notion of
counterfactuals is closely related but is concerned with a change of an effect induced
by a change of the feature selection [18].

configuration that is not consistent with any feature assignment of
the partial configuration. A partial configuration is called directly
observable if there is a configuration that fulfills all constraints of
the partial configuration and a configuration that does not fulfill
any constraints of the partial configuration, but shares all feature
assignments of the first configuration except for the features in the
support of the partial configuration.

Example 3.1 (Direct observability). Continuing with our e-mail
example from Example 2.1, let us consider the partial configuration
𝜕𝑒𝑟 = {𝑒 ↦→ ⊤, 𝑟 ↦→ ⊤} with its support 𝑆 (= supp(𝜕𝑒𝑟 )) = {𝑒, 𝑟 }.
We are interested in whether or not 𝜕𝑒𝑟 is directly observable, for
example, to learn whether it is possible to detect a 2-wise feature
interaction between 𝑒 and 𝑟 via a blackbox analysis. There is only
one candidate 𝜂 in the set of valid configurations that is not in-
cluded in J𝜕𝑒𝑟 K, for a counter witness of 𝜕𝑒𝑟 : 𝜂 = 𝑚𝑠 . As we can
see, switching all features in the support of 𝜕𝑒𝑟 (i.e., 𝑆 = {𝑒, 𝑟 }) in 𝜂
(i.e., switch(𝜂, 𝑆) =𝑚𝑠𝑒𝑟 ) leads to a witness of 𝜕𝑒𝑟 (i.e.,𝑚𝑠𝑒𝑟 ). Since
𝑚𝑠𝑒𝑟 is a valid configuration (i.e.,𝑚𝑠𝑒𝑟 ∈ V), it is indeed a witness
of 𝜕𝑒𝑟 . This leads to the conclusion that 𝜕𝑒𝑟 is directly observable.
In contrast, if we only switch 𝑒 in 𝜂 (i.e., switch(𝜂, {𝑒}) = 𝑚𝑠𝑒),
we would not obtain a witness of 𝜕𝑒𝑟 , because𝑚𝑠𝑒 is not a valid
configuration (i.e.,𝑚𝑠𝑒 ∉ V) and, more importantly, by comparing
𝑚𝑠𝑒 with𝑚𝑠 , we would not be able to observe the effect of 𝑟 .

Intuitively, to decide observability of a partial configuration 𝜕,
we have to identify one configuration 𝑐1 that is consistent with the
partial configuration 𝜕 and a corresponding configuration 𝑐2 that
agrees in all feature assignments with 𝑐1 except for the features
in the support of 𝜕. For all features in the support of 𝜕, 𝑐2 has to
disagree with 𝑐1. Then, 𝑐2 is a counter witness of 𝜕, 𝑐1 is a witness
of 𝜕, and 𝜕 is directly observable.

Inspired by the concept of counterfactual reasoning [18, 39], we
define direct observability as follows:

Definition 3.2 (Direct observability). Let 𝜕 ∈ Δ(F ) be a partial
configuration where 𝑆 = supp(𝜕). Then, 𝜕 is directly observable if
there is a configuration 𝜂 ∈ V \ J𝜕K with switch(𝜂, 𝑆) ∈ V ∩ J𝜕K.

In Definition 3.2, we require that there is a configuration 𝜂 (i.e.,
a counter witness) of the partial configuration 𝜕 that is a partial
inverse3 of a configuration switch(𝜂, 𝑆) (i.e., a witness) of 𝜕. We
require that 𝑆 , the basis on which we search a counter witness, is
the set of all features that are defined in 𝜕. Then, 𝜂 is a counter
witness of 𝜕, if there is a witness (switch(𝜂, 𝑆)) that disagrees with
all feature assignments of 𝜂 in the support of 𝜕.

Example 3.3 (Computation of direct observability). Let us illustrate
the decision about direct observability for the partial configuration
from Example 3.1 by Algorithm 1. The input to Algorithm 1 is
𝜕𝑒𝑟 = {𝑒 ↦→ ⊤, 𝑟 ↦→ ⊤}. In Line 1, we check whether there is a
configuration in J𝜕𝑒𝑟 K that is consistent with the constraints of
the feature model. Then, in Line 2, we compute the support of
𝜕𝑒𝑟 , which is 𝑆 = {𝑒, 𝑟 }. In Line 4, we check whether there is a
configuration 𝜂 in J𝜕𝑒𝑟 K for which the configuration switch(𝜂, 𝑆)
is also a valid configuration (i.e., there is a counter witness). In

3By partial inverse, we refer to a configuration 𝑐1 that agrees with another configu-
ration 𝑐2 in all feature selections but the feature selections in the support of a given
partial configuration 𝜕.
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Algorithm 1: Computation of direct observability
input : 𝜕 ∈ Δ(F)
output : ⊤ if 𝜕 is directly observable, ⊥ otherwise

1 if J𝜕K ∩ V = ∅ then return ⊥
2 𝑆 := supp(𝜕)
3 forall 𝜂 ∈ J𝜕K ∩ V do

4 if switch(𝜂, 𝑆 ) ∈ V then return ⊤
5 return ⊥

our example, there is such a configuration pair (i.e., 𝑚𝑠𝑒𝑟 ∈ V
and 𝑚𝑠 ∈ V), which leads to the conclusion that 𝜕𝑒𝑟 is directly
observable.

General Observability. In Example 3.1, we have seen that the
partial configuration 𝜕𝑒𝑟 is directly observable. However, there is
not always a counter witness 𝜂 witness 𝜂 pair for a partial con-
figuration 𝜕. Even in the presence of simple constraints among
features, such as implications, it is not always possible to directly
observe arbitrary partial configurations in a system. Consider as
a small example the constraint between the Caesar algorithm and
the signing feature from our e-mail example. Because of this con-
straint, it is not possible to directly observe the partial configuration
𝜕𝑠𝑐 = {𝑠 ↦→ ⊤, 𝑐 ↦→ ⊤}, as there is no partial inverse for the only
valid configuration in J𝜕𝑠𝑐K (i.e.,𝑚𝑠𝑒𝑐) and 𝑆 = {𝑠, 𝑐}.

However, in certain cases we can indirectly observe partial con-
figurations if it is possible to split the support of the partial config-
uration such that one can observe each part on its own.

Example 3.4. Consider the partial configuration 𝜕𝑠𝑐 = {𝑠 ↦→
⊤, 𝑐 ↦→ ⊤} from our e-mail example. We saw that 𝜕𝑠𝑐 is not directly
observable, as there is no counter witness 𝜂 for the only valid
configuration𝑚𝑠𝑒𝑐 in J𝜕𝑠𝑐K. However, assume that we are able to
observe the partial configurations 𝜕𝑠 = {𝑠 ↦→ ⊤} and 𝜕𝑐 = {𝑐 ↦→ ⊤}.
We would then be able to indirectly observe 𝜕𝑠𝑐 by splitting the
support of 𝜕𝑠𝑐 into 𝑆1 = {𝑠} and 𝑆2 = {𝑐}.

Intuitively, assume we have a partial configuration 𝜕, that is not
directly observable, but we are able to split the support of 𝜕 into
smaller partial configurations 𝜕𝑖 such that we are able to observe
each 𝜕𝑖 by its own. Then, we can indirectly observe 𝜕. This leads
to the definition of general observability4, for which we recall that
a partition of a set 𝑆 is a set {𝑆0, 𝑆1, . . . , 𝑆𝑛} for some 𝑛 ≤ |𝑆 | such
that 𝑆 =

⋃
0≤𝑖≤𝑛 𝑆𝑖 , 𝑆𝑖 ≠ ∅, and 𝑆𝑖 ∩ 𝑆 𝑗 = ∅ for all 𝑖 ≠ 𝑗 ∈ [0, 𝑛].

Definition 3.5 (General observability). Let 𝜕 ∈ Δ(F ) be a par-
tial configuration with support 𝑆 = supp(𝜕). Then, 𝜕 is generally
observable if there is a partition {𝑆0, 𝑆1, . . . , 𝑆𝑛} of 𝑆 , such that for
all 𝑘 ∈ [0, 𝑛] there is a configuration 𝜂𝑘 ∈ V \ J𝜕 ↑𝑆\𝑆𝑘 K where
switch(𝜂𝑘 , 𝑆\𝑆𝑘 ) ∈ V ∩ J𝜕 ↑𝑆\𝑆𝑘 K.

Note that if 𝜕 is directly observable, then it is also generally
observable, witnessed by the trivial partition {𝑆} and the fact that
𝜕 ↑𝑆\𝑆= 𝜕. The main difference between direct observability and
general observability is the coverage criterion over the support of
the partial configuration 𝜕. Direct observability requires that there
is a counter witness 𝜂 of 𝜕 that is a partial inverse of a witness
4General observability combines direct and indirect observability

Algorithm 2: Computation of general observability
input : 𝜕 ∈ Δ(F)
output : ⊤ if 𝜕 is generally observable, ⊥ otherwise

1 forall 𝛿 ∈ partitions(𝜕) ⊲ all possible partitions of 𝜕5

2 do

3 𝜔 := ⊤
4 forall 𝜕′ ∈ 𝛿 do

5 if directly-observable(𝜕′ ) = ⊥ then 𝜔 := ⊥
6 if 𝜔 = ⊤ then return ⊤
7 return ⊥

in J𝜕K. In contrast, general observability relaxes this constraint by
introducing a partition 𝑆𝑖 with 0 ≤ 𝑖 ≤ 𝑛 of the support of 𝜕.

Example 3.6 (General observability). Let us illustrate the notion
of general observability using our e-mail example from Figure 1
and the partial configuration 𝜕𝑠𝑒𝑐 = {𝑠 ↦→ ⊤, 𝑒 ↦→ ⊤, 𝑐 ↦→ ⊤}. The
constraints in our example enforce that the signature feature has to
be enabled whenever the Caesar algorithm is disabled. This leads
to the conclusion that 𝜕𝑠𝑒𝑐 is not directly observable, as there is no
counter witness 𝜂 of 𝜕𝑠𝑒𝑐 for a witness in J𝜕𝑠𝑒𝑐K (i.e.,𝑚 ∉ V).

However, let us consider the sets 𝑆1, 𝑆2 ⊆ 𝑆 = supp(𝜕𝑠𝑒𝑐 ) with
𝑆1 = {𝑠} and 𝑆2 = {𝑒, 𝑐} (𝑆\𝑆1 = {𝑒, 𝑐} and 𝑆\𝑆2 = {𝑠}, respectively).
The partition of 𝑆 into the two subsets 𝑆1 and 𝑆2 corresponds to
one 𝛿 in the set of all possible partitions of 𝜕𝑠𝑒𝑐 (see Algorithm 2,
Line 1). Consider the two configurations 𝜂1 =𝑚𝑒𝑐 and 𝜂2 =𝑚𝑠 .

As we can see,
switch(𝜂1, 𝑆1) =𝑚𝑠𝑒𝑐 ∈ V ∩ J𝜕𝑠𝑒𝑐 ↑𝑆\𝑆1K
switch(𝜂2, 𝑆2) =𝑚𝑠𝑒𝑐 ∈ V ∩ J𝜕𝑠𝑒𝑐 ↑𝑆\𝑆2K.

This means that all partial configurations in this partition are di-
rectly observable (see Algorithm 2, Line 4) and, therefore, 𝜕𝑠𝑒𝑐 is
generally observable (see Algorithm 2, Line 6). That is, we are able
to indirectly observe 𝜕𝑠𝑒𝑐 by splitting the support of 𝜕𝑠𝑒𝑐 into 𝑆1
and 𝑆2. By doing so, we can reason about a potential 3-wise feature
interaction between 𝑠 , 𝑒 , and 𝑐 using only blackbox observations.

4 EXPERIMENT SETUP

To evaluate our notion and decision procedure of blackbox ob-
servability, we conduct an empirical study on a set of community
benchmarks and real-world configurable software systems.

4.1 Research Questions

Our evaluation addresses three research questions: We want to
learn whether our notion of observability is effectively computable,
understand the impact of constraints on observability in practical
settings, and investigate the effect of observability on the correct-
ness of blackbox performance models learned in previous work.

Effectivity of Observability Computation. Computing the ob-
servability of partial configurations for a configurable software
system is a combinatorial problem. The number of partial con-
figurations of a system grows exponentially with the number of

5A partition of a partial configuration 𝜕 w.r.t. to its support 𝑆 = supp(𝜕) is the set of
partial configurations 𝜕1 . . . 𝜕𝑛 constructed via the partition of 𝑆 (i.e., 𝑆1, . . . , 𝑆𝑛 ) by
𝜕1 = 𝜕 ↑𝑆1 , . . . , 𝜕𝑛 = 𝜕 ↑𝑆𝑛 .
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features. Therefore, we want to learn whether our notion of observ-
ability is effectively computable in a practical setting. By effectively
computable, we mean that the procedure for computing observabil-
ity for all partial configurations of a specific size is applicable to
community benchmarks and real-world systems.

RQ1: Can we effectively compute the observability of partial
configurations?

Observability of Partial Configurations. One characteristic
of configurable software systems is the multitude of constraints
among features, meaning that the set of valid configurations is
much smaller than the set of all feature selections [44]. We investi-
gate the impact of these constraints on the presence and prevalence
of observable partial configurations. This is especially important
for state-of-the-art blackbox analysis methods, which rely on the
assumption that all partial configurations can be used to explain the
behavior of the configurable software system. Therefore, we want
to learn how many partial configurations are observable in our
community benchmarks and real-world subject systems to evaluate
the impact of the constraints on the set of observable partial config-
urations. This provides insights into the applicability of blackbox
methods for explaining the behavior of partial configurations in
configurable software systems.

RQ2: What fraction of partial configurations is observable in
community benchmarks and real-world subject systems?

Observability of Feature Interactions. Existing blackbox defini-
tions of feature interactions inherently assume that a partial configu-
ration representing a feature interaction is observable. For example,
blackbox performance modeling methods have been successfully
used to derive performance models that calculate the performance
of a given configuration based on the contributions of individual
features and feature interactions (see Section 2). The problem is
that such performance models are typically trained by regression,
optimizing for prediction accuracy rather than interpretability –
the ability to explain the behavior of the system. So, while these
models are used to explain the system behavior [35, 41, 42, 53, 61], it
is actually not clear whether the explanations (i.e., influences of fea-
tures and feature interactions) are correct (cf. Section 2). To assess
the validity of the explanations, we determine how many feature in-
teractions are observable in state-of-the-art blackbox performance
models learned and interpreted in previous work. In contrast to
the more general question about the observability of partial con-
figurations in RQ2, we want to learn whether the features and fea-
ture interactions included in state-of-the-art performance-influence
models are actually observable.

RQ3:What fraction of features and feature interactions in state-
of-the-art blackbox performance models is observable?

4.2 Operationalization

To answer our research questions, we conduct an empirical study
on a set of community benchmarks and real-world subject systems
that we collected from the literature (see Section 4.4 for details).
Based on the subject systems’ feature models, we compute the sets

of all partial configurations of a specific size and compute the ob-
servability of these partial configurations. We limit our attention
to partial configurations of size one, two, and three, to keep the
effort for experimentation feasible. To answer RQ1, we measure
the overall time needed to compute the observability of all partial
configurations. To answerRQ2, we count the number of observable
partial configurations and relate this number to the total number
of partial configurations of the considered sizes. To answer RQ3,
we compute the percentage of observable features and feature in-
teractions in a selection of blackbox performance models from the
literature (see Section 4.4).

4.3 Implementation

To answer our research questions, we have implemented Uatu6,
a prototype to compute the observability of partial configurations
based on the definitions and algorithms given in Section 3. The
prototype is implemented in Python, relying on DD7, a library for
building and manipulating binary decision diagrams. In particular,
we use DD as an interface to the CUDD library [56].

Uatu takes as input a feature model and a set of partial configu-
rations, for which the observability shall be computed. The feature
model is represented as a propositional formula in disjunctive nor-
mal form, where each variable in the formula represents a feature
and each clause represents a valid configuration. First, we compute
the set of valid configurations that are consistent with the partial
configuration. Second, we compute the set of valid configurations
that are candidates for a counter witness of the partial configu-
ration. If there is a valid configuration in the second set that is
a partial inverse of a valid configuration in the first set, then the
partial configuration is observable.

Otherwise, the partial configuration is not directly observable,
whichmeans that there is no counter witness that is a partial inverse
of a witness of the partial configuration. Next, we have to check
whether there is a partition of the partial configuration into smaller
partial configurations of which all parts are observable. If this is
the case, then the partial configuration is generally observable;
otherwise, it is not observable. Checking all possible partitions is
computationally expensive. To reduce the computation time, we
make use of lazy evaluation and memoization (i.e., we keep track
of all previously computed observable and non-observable partial
configurations).

4.4 Subject Systems

To evaluate our notion and decision procedure of observability,
we have collected a diverse set of subject systems ranging from
popular community benchmarks to real-world systems from the
configurable systems community. This allows us to focus on two
main aspects of observability: (1) computation and evaluation on
partial configurations (RQ1 and RQ2) and (2) interpretability of
interactions in performance models (RQ3). The first aspect is con-
cerned with general configurable systems, so we aimed at a broad
variety of subject systems. To ensure comparability with existing

6Uatu is one of the Watchers from Marvel Comics, an advanced species committed to
observe the universe.
7The library can be found on https://github.com/tulip-control/dd.
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literature that reasons about effect properties in configurable sys-
tems, we decided for benchmarks of Dubslaff et al. [17]. Since RQ3
specifically targets performance models of configurable systems, we
also included systems from recent work on blackbox performance
modeling [33] to evaluate whether the notion of observability pro-
vides insights into their interpretability. A concise overview of the
subject systems used to evaluate the effectivity is given in Table 1.

Specifically, we selected the feature models of Minepump, Ele-
vator, and CFDP from Cordy et al. [11], which are used to evaluate
accompanying LTL properties on the modeled systems. From Rhein
et al. [62], we selected the feature models of Apache, Curl, Email,
h264, LinkedList, PKJab, Prevaylar, and ZipMe, which constitute
a collection of real-world systems from the configurable systems
community used for various experiments and case studies.

To include real-world subjects that have been used to evaluate
and interpret blackbox performance models, we selected the models
of two subject systems from different domains [32, 53], LLVM and
Lrzip1. This set of subject systems is complemented by the models
of two subject systems from the literature on variability-aware
probabilistic model checking: BSN [48] and VCL [13, 16].

In order to investigate the observability of partial configurations
in state-of-the-art blackbox performance models, we selected 11
different models from a recent paper on blackbox performance
modeling [33]. These models are based on the feature models of
Brotli, FastDownward, HSQLDB, Lrzip2, MariaDB, MySQL,
OpenVPN, Opus, PostgreSQL, VP8, and Z3, which cover a huge
variety of different domains and application areas.

5 RESULTS

In this section, we present the results of our experiments. First, we
discuss statistics on observability in community benchmarks and
real-world subject systems, including the computation time of our
prototype implementation (RQ1) and the number of observable par-
tial configurations of different sizes (RQ2). Second, we present the
results of evaluating observability of features and their interactions
in state-of-the-art blackbox performance models (RQ3).

5.1 Effectivity of Observability Computation

To evaluate the effectivity of our decision procedure for observabil-
ity, we implemented a prototype, Uatu, based on the definitions
given in Section 3. We used Uatu on 15 subject systems, for all
possible partial configurations consisting of one, two, and three
features. Table 1 summarizes the results of this evaluation. There,
we see that the computation time to decide observability of partial
configurations increases with the size of the partial configuration.
While the total time needed to decide observability of partial con-
figurations of size one (i.e., containing one feature) is less than a
second for the majority of the subject systems, the total computa-
tion time for partial configurations of size two and three increases
significantly for most systems (see Figure 2).

The total computation time for partial configurations of size two
ranges from less than a second to several minutes, while the total
computation time for partial configurations of size three ranges
from a few seconds to several hours. In addition to the size of
the partial configuration, the number of valid configurations and
features in the subject system influences the computation time.
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Figure 2: Total time required to compute the observability

of all partial configurations (PCs) of a given size (color) for

each subject system (marker shape). The x-axis shows the

number of PCs of a given size for a system. To improve plot

readability, we use a logarithmic scale for both axes.

For example, the computation time for partial configurations of
size three in VCL is significantly lower than in Curl, even though
the number of features in VCL is higher than in Curl. This is due
to the fact that the number of constraints in the feature model of
VCL is significantly lower than in Curl (i.e., the share of valid
configurations in VCL is significantly higher than in Curl). There
are two main reasons for the non-linear increase in computation
time for partial configurations of increasing size: (1) the number of
partial configurations of size 𝑛 can be computed as | F |!

( | F |−𝑛)!·𝑛! and
(2) the procedure has to check all possible partitions of a partial
configuration into smaller partial configurations to decide general
observability.

Summarizing our findings forRQ1, we conclude that observability
is effectively computable. However, to keep the computation time
feasible, one has to limit the size of the partial configurations.

5.2 Observability of Partial Configurations

Partial configurations are a powerful abstraction of internal vari-
ables to reason about the influence of features and their interactions
on the external behavior of a system. However, configuration spaces
of software systems are often highly constrained [32] (i.e., the num-
ber of valid configurations is significantly lower than the number of
all possible configurations). This leads to the question of how many
(or what fraction of) partial configurations are actually observable
in a given subject system. In Table 1, we list the number of partial
configurations (|P |) that (1) have, at least, one valid representa-
tive (|PV |), (2) are directly observable (|DO |), (3) are indirectly
observable8 (|IO |), and (4) are non-observable (|¬O|) for partial
configurations of size one, two, and three. For almost all systems,
we see that the number of directly observable partial configurations
of any size is lower than the number of partial configurations of
size one that have, at least, one valid representative. For partial

8Note: To improve interpretability of the numbers, we report the number of generally
observable partial configurations that are not directly observable, since all directly
observable partial configurations are by definition generally observable.
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Table 1: Statistics of general observability experiments

System |V| |F | 1-wise partial configurations 2-wise partial configurations 3-wise partial configurations

|P | |PV | |DO | |IO | |¬O| Time |P | |PV | |DO | |IO | |¬O| Time |P | |PV | |DO | |IO | |¬O| Time

Apache 192 10 20 18 16 0 2 0.02 180 144 110 2 32 0.01 960 674 424 24 226 2.03
BSN 298 11 22 22 18 0 4 0.87 220 214 138 8 68 22.05 1 320 1 212 596 112 504 496.53
CFDP 56 13 26 23 20 0 3 0.02 312 225 134 46 45 0.23 2 288 1 261 386 574 301 5.74
Curl 768 14 28 25 16 0 9 7.96 364 286 118 0 168 218.82 2 912 1 985 544 0 1 441 5 721.79
Elevator 256 9 18 17 16 0 1 0.01 144 128 112 0 16 0.05 672 560 448 0 112 0.80
Email 40 10 20 18 8 0 10 0.05 180 137 28 0 109 0.66 960 586 60 4 522 11.60
LinkedList 204 19 38 34 6 0 28 5.42 684 521 38 2 481 166.50 7 752 4 809 144 36 4 629 5 939.70
LLVM 1 024 12 24 22 20 0 2 0.02 264 221 180 0 41 0.39 1 760 1 340 960 0 380 10.12
Lrzip1 432 20 40 38 6 0 32 10.29 760 634 114 0 520 250.41 9 120 6 262 620 0 5 642 11 469.83
Minepump 128 11 22 20 14 0 6 0.13 220 177 88 4 85 2.10 1 320 914 324 48 542 42.75
PKJab 72 12 24 20 12 0 8 0.08 264 177 60 2 115 1.79 1 760 919 166 18 735 39.66
Prevaylar 24 7 14 12 10 0 2 0.02 84 60 38 2 20 0.04 280 162 68 12 82 0.52
VCL 2 097 152 21 42 42 42 0 0 0.03 840 840 840 0 0 0.12 10 640 10 640 10 640 0 0 1.80
ZipMe 64 9 18 15 12 0 3 0.02 144 99 60 0 39 0.09 672 377 160 0 217 1.51
h264 1 152 17 34 30 14 0 16 50.95 544 416 96 0 320 1 567.02 5 440 3 542 448 0 3 094 49 977.64

For each subject system, we list the number of valid configurations ( |V |) and features ( | F |). Considering three sizes of partial configurations (PCs) 𝜕: |supp(𝜕) | = 1 for 1-wise PC,
|supp(𝜕) | = 2 for 2-wise PC, and |supp(𝜕) | = 3 for 3-wise PC), the second part of the table shows the number of PCs of that size ( | P |), with at least one valid configuration
( | PV |), that are directly observable ( |DO |), that are indirectly observable ( | IO |), that are non-observable ( |¬O |), and the overall time in seconds needed to compute the
observability of the PCs.

configurations of size one, we see that there are no generally ob-
servable partial configurations. This is by design, since it is not
possible to partition a partial configuration of size one into smaller
partial configurations.

Notably, while the number of indirectly observable partial config-
urations increases with the size of the partial configuration for half
of the systems, there are no indirectly observable partial configura-
tions for the other half. For illustration, we show the share of partial
configurations that are directly observable, indirectly observable,
non-observable, and the share of partial configurations that have no
valid representative in Figure 3. There is a clear trend that the share
of directly observable partial configurations decreases with size for
almost all systems. In contrast, the share of indirectly observable
partial configurations increases with size for some systems, and the
share of partial configurations that have no valid representative
increases with the size for almost all systems. This is due to the fact
that, for constrained configuration spaces, it is more likely that a
partial configuration of a higher size has no valid representative.

Summarizing our findings for RQ2, we conclude that the majority
of partial configurations of sizes two and three are not observable,
and, even for partial configurations of size one, there is a consid-
erable share of partial configurations that are not observable.

5.3 Observability of Features Interactions

Interpretable blackbox performance models rely on partial configu-
rations to explain the behavior of a configurable software system
(see Section 2). In order to serve as an explanation (i.e., to be in-
terpretable), the features and feature interactions appearing in a
blackbox model must be observable; otherwise, the model cannot
make reliable statements about their effects. In RQ3, we verify the
observability of features and feature interactions in state-of-the-
art blackbox performance models of 11 subject systems from the

Table 2: Statistics of general observability in state-of-the-art

performance-influence models

System |V | |F| | P | | PV | Max Size |DO | | IO | |¬O | Time [s]

Brotli 180 30 166 166 2 0 0 166 21.85
FastDownward 347 60 41 41 3 0 0 41 144.22
HSQLDB 864 29 21 21 3 0 0 21 201.26
Lrzip2 1 440 27 220 220 3 0 0 220 6 777.10
MariaDB 972 21 35 35 3 4 0 31 275.07
MySQL 972 21 25 25 3 4 0 21 144.08
OpenVPN 512 24 13 13 2 1 0 12 13.64
Opus 6 480 31 66 66 5 0 0 66 309 561.33
PostgreSQL 864 18 3 3 1 2 0 1 0.01
VP8 2 736 27 40 40 3 0 0 40 30 887.61
Z3 1 024 14 18 18 3 2 0 16 40.78

For each subject system, we list the number of valid configurations ( |V |), features
( | F |), partial configurations (PCs) ( | P |), PCs with at least one valid configuration
( | PV |), and the maximum size of PCs. The right part of the table lists the number of
PCs that are directly observable ( |DO |), indirectly observable ( | IO |), non-observable
( |¬O |), and the total time in seconds needed to compute the observability of the PCs.

literature. We extracted all features and feature interactions from
these models (i.e., the individual terms in the model), and computed
the observability of these partial configurations. Our results are
summarized in Table 2. We see that the number of partial config-
urations used in the blackbox performance models (|P |) ranges
from only a few partial configurations (PostgreSQL includes only
three) to a few hundred partial configurations (Lrzip2 includes
220). Regarding size, we see that the majority of the models contain
partial configurations of sizes up to three. The only exception is
Opus, which includes partial configurations of size up to five. An
interesting fact is that, while the number of features in the subject
systems (|F |) ranges from 14 to 60, the number of valid configura-
tions (|V|) ranges only between 180 and 6 480. That is, the valid
configuration spaces are highly constrained. In terms of time for
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Figure 3: For each subject system and size of partial config-
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directly observable, indirectly observable, non-observable,

and the share of PCs that have no valid representative con-

figuration. The absolute numbers of PCs of each type are

included in the corresponding bar, and the total number of

PCs of the corresponding size and system is shown right next

of the bar.

computing the observability of the partial configurations contained
in the blackbox models (Time [s] column), it ranges from less than
a second to a few hours, except for Opus, where the computation
time is significantly higher. This is due to the fact that Opus in-
cludes partial configurations of size up to five, which consequently
leads to a significantly higher number of partitions that have to be
checked.

While all models include only partial configurations that have
at least one valid representative (|PV |), the number of directly
observable partial configurations (|DO |) is significantly lower, even
zero for half of the models. The number of indirectly observable9
partial configurations (|IO |) is zero in all models. That is, the vast
majority of the partial configurations used in our subject blackbox
models are non-observable (|¬O|), which is a surprising result that
we discuss in Section 6.

Summarizing our findings for RQ3, we conclude that the major-
ity of features and feature interactions used in state-of-the-art
blackbox performance models are not observable.

6 DISCUSSION

In this section, we discuss the implications of our results, potential
threats to validity, and related work.

6.1 Research Questions

Deciding which partial configurations of a configurable software
system are blackbox observable is a combinatorial problem, since
the number of partial configurations grows exponentially with the
number of features, in the worst case. That is, the time needed to
compute the observability of all partial configurations of a config-
urable software system may be easily infeasbile in practice. How-
ever, as our first major result shows, even for non-trivial feature
models, the observability of partial configurations of sizes up to
three covering all pair-wise and triple-wise feature interactions, can
be computed in reasonable time. Since most test analysis methods
stay within these bounds [1], we consider the decision procedure
for observability effectively computable, despite the worst-case
computational complexity (see Section 3).

A second major result is that a large fraction of partial configura-
tions is non-observable for the majority of our subject systems. This
means a large fraction of partial configurations cannot be used to ex-
plain the behavior of a given system. Given the highly constrained
nature of contemporary configurable software systems [44], this
is not surprising. What is concerning is that a growing number
of reasoning and analysis methods rely on partial configurations
to explain system behavior (e.g., the presence of a feature inter-
action). As an example, blackbox performance models [31] have
been used to explain the performance behavior of a given config-
urable software system by interpreting the coefficients of individual
model terms (cf. Section 2) as performance influences of the cor-
responding partial configurations (i.e., single features or feature
interactions) [35, 41, 42, 53, 61], which leads to the next major result.

A third major result is that a substantial fraction of model terms
(i.e., corresponding partial configurations) of state-of-the-art black-
box performance models is non-observable. This begs the question
of how reliable explanations based on influences of individual fea-
tures and feature interactions actually are. Consider the following
example, for illustration.

Example 6.1. Let us assume a configurable software system with
three features 𝑒 , 𝑟 , and 𝑠 , and two configurations 𝑐1 = {𝑒 ↦→ ⊤, 𝑟 ↦→
⊤, 𝑠 ↦→ ⊤} and 𝑐2 = {𝑒 ↦→ ⊤, 𝑟 ↦→ ⊤, 𝑠 ↦→ ⊥}. The observed
9Recall, to improve the interpretability of the numbers, we report the number of
generally observable partial configurations that are not directly observable.
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performance of 𝑐1 is 10s and of 𝑐2 is 5s. A performance model
with a minimal prediction error that is consistent with these two
observations is Π = 5 · 𝑒 + 5 · 𝑠 . Note, however, that only the partial
configuration 𝜕𝑠 = {𝑠 ↦→ ⊤} is observable, whereas 𝜕𝑒 = {𝑒 ↦→ ⊤}
is not. That is, the influence of feature 𝑒 on the system’s performance
cannot be reliably inferred from Π.

To put our results in perspective, our experiments suggest that
non-observable features and feature interactions are prevalent in
practice andmust be taken into account when interpreting blackbox
models and analysis results in this field. Our notion of observabil-
ity and effective decision procedure raises the question whether
current blackbox analysis methods and models can reliably explain
configurable software systems behavior. This may provide the ba-
sis for the development of more interpretable blackbox analysis
methods and models for configurable software systems. By focus-
ing on blackbox instead of whitebox analysis, we achieve broad
applicability and ease of use. Clearly, while whitebox analysis pro-
vides valuable information, it comes with its own set of substantial
problems, such as scalability and confounding factors. Whitebox
approaches [42, 59, 60] have been applied to less and much smaller
real-word systems than blackbox approaches. In any case, even in
a blackbox setting, we can draw valuable conclusions regarding
observability, without a potentially expensive specialized whitebox
technique.

Influence of Constraints on Observability.One important point
to highlight is that it is expected for configurable software systems
to have a small share of observable partial configurations. The
share of observable partial configurations tends to decrease with
the number of constraints in the feature model. This is similar to the
share of valid configurations, which also decreases with the number
of constraints. One common property of all configurable software
systems is that the share of valid configurations in the configuration
space is small. Therefore, we expect the share of observable partial
configurations in the space of all partial configurations to be small,
as well.

To illustrate this, consider our subject system PKJab as a repre-
sentative example (see Table 1). Even though it has only 12 features,
the share of valid configurations is small and consists of less than
2% of the total of possible configurations. For illustration, we com-
pute the share of observable partial configurations of size up to
three in the PKJab feature model, and compare it to the share of
valid configurations. To understand the influence of constraints
on observability, we compute the share of observable partial con-
figurations in variations of the PKJab feature model, where some
(or all) constraints are removed. We start from a version of the
PKJab feature model with no constraints, and add each constraint
in a stepwise manner, until we arrive at the actual feature model
that was used in our experiments. Figure 4 shows the results of
computing observability for each step. Not surprisingly, everything
is observable and all configurations are valid on the initial model (0
constraints). As we progress in adding constraints, such as manda-
tory features and implications10, the share of valid configurations
in the configuration space decreases. The share of partial configu-
rations that are observable also decreases, and we clearly see the
10First, we add all mandatory features as constraints, then all implications in their
simplest form. While other orders are possible, the general result would not change.
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distinction in the observability ratio of 1-wise, 2-wise, and 3-wise
partial configurations. So, Figure 4 shows that adding constraints
and increasing 𝑘-wise partial configurations corresponds to a lim-
iting process towards no observability and fully specified valid
configurations, respectively. The higher 𝑘 and the more constraints
are present, the less effects one can observe. As indirect observabil-
ity requires a decomposition on partial configurations, it is only
effective in higher 𝑘-wise partial configurations, leading the share
of Figure 4 to provide an upper bound on indirect observability. Val-
ues in Table 1 also reflect this fact by the need of decompositions of
𝑘-wise partial configurations, which clearly reduces the interaction
space. While Figure 4 illustrates the results for PKJab only, similar
graphs can be obtained for other highly constrained systems from
our evaluation. In other words, though it might appear counterin-
tuitive that most partial configurations are non-observable, it is to
be expected that configurable software systems only have a small
share of observable partial configurations.

Scalability. Deciding whether a partial configuration 𝜕 is observ-
able according to Algorithm 1 or Algorithm 2 is inherently expen-
sive: The algorithm to check for direct observability (Algorithm 1)
iterates over all valid configurations covered by 𝜕, which could
be exponentially many. Even worse, the algorithm for general ob-
servability (Algorithm 2) iterates over all possible partitions of the
support of 𝜕, checking direct observability several times in each
iteration. To render our implementations effective, we exploited
binary decision diagrams (BDDs) [5] as concise data structure to
represent partial configurations. While BDDs are usually compact
and allow for efficient manipulation, their size heavily depends on
the specific structure of partial configurations. In our experiments,
we concentrated on answering the research questions concerning
all possible partial configurations, which required checking ob-
servability exhaustively. We would like to highlight, though, that
in practice, we imagine such exhaustive checks usually not being
performed, for example, when to determine whether it is worth
to run tests on a specific partial configuration where checking ob-
servability beforehand could reduce the test space. In particular,
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direct observability checks performed almost instantly in our exper-
iments, witnessing the instance-based scalability of our approach.
Dedicated algorithms for exploiting structural BDD properties for
counterfactual reasoning BDDs [18, 28] or parallelizing BDD opera-
tions [14, 30, 58] could also further improve scalability for checking
general observability.

6.2 Threats to Validity

Internal Validity. A threat to internal validity arises from the fact
that our decision procedure is based on the constraints provided
by the feature models of our subject systems. Therefore, the cor-
rectness of our observability results relies on the correctness of the
feature models. To mitigate this threat, we have used a diverse set
of feature models from the literature and real-world systems that
have been used in previous work. A further threat arises from the
selection of our subject systems. While we cannot rule out specific
characteristics of our subject systems that might bias our results,
our diverse set of subject systems and community benchmarks from
the literature mitigates this threat.

External Validity. While it is difficult to reliably state to what ex-
tent our results are valid for configurable software systems beyond
the ones we have considered, we are confident that our results are
representative and generalizable to a sufficient extent for scholarly
discussion. To attain a reasonable level of external validity, we have
selected a diverse set of subject systems from different areas, in-
cluding real-world systems from a variety of domains, as well as
community benchmarks from the literature. A further threat arises
from the decision to use blackbox performance models as a basis
for answering our third research question. Clearly, there are other
kinds of blackboxmodels and other types of blackbox reasoning and
analysis methods for feature interaction detection (see Section 6.3).
While the models we use are representative for a whole research
area, it is not our intention to make definitive statements about all
kinds of models and methods. Rather, we provide evidence that the
lack of observabilitymay substantially affect the results of blackbox
analysis methods and models.

6.3 Related Work

Various techniques have been proposed to analyze and reason about
the behavior of configurable software systems. Many of these tech-
niques are concerned with detecting performance regressions [36]
and feature interactions [10, 18, 54] in the systems under investiga-
tion to model their behavior, and explain their effects.

FeatureModeling. Batory was among the first to represent feature
models in propositional logic [4]. Schobbens et al. [51] survey dif-
ferent notations for feature models and establish a formal, concise,
and generic definition of feature models that encompasses feature-
oriented domain analysis, proposed by Kang et al. [34]. The goal of
Schobbens et al. is in line with the goal of Classen et al. [9], who clar-
ify the notion of a feature and feature interactions, allowing early
identification of feature interactions in the systems’ environment.
While these methods ensure interpretable models, they are costly,
time-consuming, and rely on the knowledge of domain experts.

Performance Modeling of Configurable Software Systems.

A variety of techniques have been proposed to model the perfor-
mance of a configurable software system based on the performance
influences of its features. Blackbox analysis techniques are able
to study the behavior of a system based only on observations. To
model the performance of a system, a variety of blackbox perfor-
mance modeling techniques have been proposed. These techniques
range from linear regression [33, 53, 54], regression tree-based
methods [23, 24, 49], Fourier learning [26, 67], and deep neural
networks [8, 25] to probabilistic programming [12]. A related line
of work is concerned with finding (near) optimal configurations
regarding performance [7, 29, 45, 50]. All these methods assume
that the performance of a system can be modeled by blackbox ob-
servations only. However, to the best of our knowledge, none of
these methods consider the observability of features and feature
interactions in their models; instead they rely on statistical methods
to find the best model in terms of prediction accuracy. In contrast,
whitebox analysis techniques examine the behavior of a system
based on its source code and can explain the behavior of features
and feature interactions [59, 60, 64]. However, whitebox analysis
techniques often do not scale in practice, suffer from a significant
number of false positives, or require sophisticated setups and tools.

Feature Interaction Detection. Over the years, several studies
have analyzed the state of the art of feature interactions in software
engineering and identify open research questions [1, 6, 37, 46, 55].
Apel et al. [3] explore the nature of feature interactions and their
internal and external manifestations. Our notion of observability ap-
plied to feature interactions alignswith this classification. Siegmund
et al. [53, 54] propose different heuristics to identify performance-
relevant feature interactions using blackbox measurements. A line
of research has followed in their footsteps [8, 23–26, 35, 43, 49, 61,
67]. Some of these approaches use blackbox performance models
to explain the behavior of a system [35, 42, 61]. Whitebox analysis
techniques can also identify feature interactions [59, 60, 64, 65],
but are outside the scope of this paper. Shaker [52] presents a sim-
ilar approach, defining a feature interaction taxonomy that uses
formally modeled product-line requirements in a world model to
detect feature interactions. Fantechi et al. [20] propose a definition
framework for functional feature interactions within which they
show that a 3 (or greater)-way functional feature interaction is
always caused by a 2-way functional feature interaction. Similarly,
Fischer et al. [21] propose a heuristics to reduce the search space
for feature interactions by focusing only on those that might be
caused by lower order feature interactions. Interestingly, Garvin
and Cohen [22] present a formal definition of feature interaction
faults that combines the advantages of blackbox and whitebox anal-
yses. They propose guiding whitebox analysis to detect feature
interaction faults based on blackbox analysis results. Dubslaff et
al. [18] propose the notion of feature causes to identify the causes of
a predefined, emergent behavior (effect) of a configurable software
system. Thereupon, they established a relation of feature causes to
feature interactions. Our notion of observability is not limited to
feature interaction detection, but can be used together with existing
methods to improve or verify their results (see Section 6.1).

1129

D
ow

nloaded from
 the A

C
M

 D
igital L

ibrary on A
pril 9, 2025.



Blackbox Observability of Features and Feature Interactions ASE ’24, October 27-November 1, 2024, Sacramento, CA, USA

7 CONCLUSION

The research community has proposed several blackbox approaches
for detecting feature interactions and inferring effects of individual
features and their interactions on system behavior. The crux is
that, without any information on the inner workings of the sys-
tem in question, it is rather difficult to pinpoint actual effects and
influences of individual features and feature interactions. Worse,
certain effects may not be observable at all, meaning they cannot
be inferred by running and comparing observations from different
configurations of the system. Combined with our empirical results,
this raises the question of to what extent blackbox analysis methods
and models actually produce interpretable results.

In this paper, we devise a decision procedure to verify whether
the effect of a given feature or potential feature interaction can be
isolated by blackbox observations of a set of system configurations.
We introduce the notion of general observability, inspired by coun-
terfactual reasoning about configuration decisions [18]. Based on
the given constraints of the configuration space, we reason and
decide whether it is possible to observe the effect of a set of features
in a blackbox fashion. Direct observability requires a single con-
figuration as a reference for observing the effect, whereas general
observability relaxes this requirement and suffices with a set of con-
figurations as a reference that jointly cover all features in the set. In
a series of experiments on community benchmarks and real-world
systems, we found that (1) general observability is indeed feasible
in real-world settings, (2) constraints in real-world configuration
spaces often limit observability, and (3) blackbox performance mod-
els often include effects that are de facto not observable.

Putting our results in perspective, our notion of observability
and our effective decision procedure lay the foundation for devel-
oping more interpretable blackbox analysis methods and models
for configurable software systems. Our empirical results suggest
that non-observable features and feature interactions are prevalent
in practice and need to be considered when interpreting blackbox
analysis results in this field. Extending our approach to handle more
complex constraints, e.g., by interpreting (Boolean) features modulo
a suitable theory, is a promising direction for future research.
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