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Variability permeates software development to satisfy ever-changing requirements and mass-customization

needs. A prime example is the Linux kernel, which employs the C preprocessor to specify a set of related but

distinct kernel variants. To study, analyze, and verify variational software, several formal languages have

been proposed. For example, the choice calculus has been successfully applied for type checking and symbolic

execution of configurable software, while other formalisms have been used for variational model checking,

change impact analysis, among other use cases. Yet, these languages have not been formally compared, hence,

little is known about their relationships. Crucially, it is unclear to what extent one language subsumes another,

how research results from one language can be applied to other languages, and which language is suitable for

which purpose or domain. In this paper, we propose a formal framework to compare the expressive power

of languages for static (i.e. compile-time) variability. By establishing a common semantic domain to capture

a widely used intuition of explicit variability, we can formulate the basic, yet to date neglected, properties

of soundness, completeness, and expressiveness for variability languages. We then prove the (un)soundness

and (in)completeness of a range of existing languages, and relate their ability to express the same variational

systems. We implement our framework as an extensible open source Agda library in which proofs act as

correct compilers between languages or differencing algorithms. We find different levels of expressiveness as

well as complete and incomplete languages w.r.t. our unified semantic domain, with the choice calculus being

among the most expressive languages.
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1 Introduction
Explicit variability in software is a reoccurring phenomenon across many areas in science and

business [63]. Operating systems such as the Linux kernel offer many configuration options to

adapt to hardware or user needs, among other concerns [108]. Extensive variability is also common

in other domains, such as file systems [100], cars [66], cloud systems [35, 145], robotics [67], mobile

apps [86], bioinformatics [32], and satisfiability solving [130, 144] to name a few.

Variability means that a system or piece of information may emerge in similar but different

variants from a common set of underlying atomic elements [7]. For example, the source code of the

Linux kernel is variational because it can and must be configured to a particular kernel variant

before a kernel can be used. While the Linux kernel consists of a single code base, its multiple

thousand configuration options [61, 72, 127] impose many different kernel variants, in fact so many,

that the number of variants cannot even be computed for newer versions [90, 127].

In research, variability is tackled by dividing its concerns into problem and solution space [7]. The
problem space is concerned with specifying the set of available configuration options, parameters,

or features, and documenting valid and invalid combinations. Specifying the set of valid feature

combinations, referred to as configurations, reduces to a satisfiability problem [18]. As an example,

in the Linux kernel, the problem space is implemented in terms of build and configuration files that

govern which files to include and how conditional C preprocessor flags are allowed to be set to

adhere to dependencies and conflicts [87, 110]. The solution space is concerned with implementing

the functionality of each feature, and providing a mechanism to derive a variant’s source code

from its configuration. In the Linux kernel, the solution space is realized in terms of a code base

annotated with C preprocessor statements, which are resolved by the C preprocessor, which derives

a particular variant by preprocessing all annotations [87, 110].

To model and analyze solution space variability, numerous formal variability languages have

been used [15, 27, 33, 47, 53, 64, 75, 77, 97]. These languages model variability following either the

annotative or compositional paradigm [75]. Annotative languages embed variability annotations

into a superimposed state of the variants, and derive variants by discarding all parts that belong to

an excluded feature. For instance, many annotative languages depict variability in terms of a choice

F ⟨𝑒𝑡ℎ𝑒𝑛, 𝑒𝑒𝑙𝑠𝑒⟩ between alternative expressions 𝑒𝑡ℎ𝑒𝑛 and 𝑒𝑒𝑙𝑠𝑒 , where the annotation 𝐹 denotes a

feature whose inclusion or exclusion determines which alternative to pick [33, 53, 64, 136]. Choices

are an abstract representation of if-then-else expressions and were, for example, successfully

employed to type check all variants of the Linux kernel [76]. Compositional languages model

variability in terms of distinct modules, each representing a unique feature. Modules can be

composed in different ways, such as superimposing trees [11], weaving aspects [6], or loading

plug-ins. For instance, feature structure trees [9, 11] model features as trees that can be composed

by merging them in terms with a depth-first traversal. Within a Java graph library, a feature

Color : graph.Edge.color named Color would add a color field to the Edge Java class, when

imposed to the base feature Base : graph.Edge.nodes, yielding a syntax tree in which the Edge
class has both the color and nodes fields.

With two paradigms for variability, a zoo of languages, and different syntactical constructs

available, several questions remain unanswered. Which language should be picked for new research

efforts or tools? Do research results based on one language also apply to other languages? Can

all languages express the same sets of variational systems? To the best of our knowledge, a

formal characterization and comparison of variability languages has not yet been attempted,

and discussions remain scarce, mostly informal, or brief [75, 136, 137].

In this paper, we begin the journey to answer these questions by introducing a formal framework

for comparing variability languages to guide researchers, practitioners, and language designers.
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We distill a common semantic domain for variability languages as a basis for comparisons and

to capture a widely used intuition for static and explicit variability: a finite, non-empty set of

system variants identified by configurations (i.e., feature (de-)selections). We then explore the three

basic yet unexplored and neglected properties of completeness, soundness, and expressiveness. We

consider a language complete iff it may describe any non-empty, finite set of variants, and hence

serves as a general-purpose variability mechanism. For instance, if Linux’s variability mechanism

were incomplete, there would be kernel sets that could not be specified statically. Conversely, we

consider a language sound iff every term describes a non-empty, finite set of variants, and hence

all terms are valid. If Linux’s variability mechanism were unsound, then a valid configuration

could produce something else than a kernel implementation, such as a plain number or a sandwich

recipe. Finally, expressiveness relates languages, where we say that a language 𝐿 is at least as

expressive as another language 𝑀 iff 𝐿 can describe any set of variants described by 𝑀 . From

a researcher’s perspective, such comparisons bridge the gaps between parallel research efforts,

increasing the impact of research results formulated in one particular language to now be useful to

a more expressive language and its community, potentially even rendering the results independent

from the languages they were formulated in. From a practitioners perspective, proofs of the above

properties may come as correct compilers between languages or differencing algorithms, turning

theory into practice.

As a case study, we begin charting the space of variability languages by formally comparing

common variability languages and dialects within our framework. By instantiating these languages

within our framework, we show that our formulation of a semantic domain fits these languages.

We prove that there are complete and sound languages with respect to our semantic domain. By

constructing respective compilers and proving them correct, we also show that the other languages

can be translated to those complete languages; rendering existing research efforts and results

compatible with each other. Interestingly, we found that there are incomplete languages in our

semantic domain, where incompleteness stems from particular but reasonable design decisions.

To also cover the widely adopted [4, 26, 27, 70, 75, 77, 97] but rarely formalized and understudied

concept of optional variability in our case study, we introduce the option calculus as a minimal

language for this purpose. We formalize our framework and our case study as an extensible open-

source Agda library called Vatras [1]. Hence, our case study acts as a web of proven-to-be-correct

compilers and differencing algorithms, which can be used out of the box, for example to apply

techniques based on one language to another. In summary, we contribute:

Unified semantics by introducing a common semantic domain for variability languages, and

by explicitly formalizing the semantics of some languages for the first time,

a formal framework for comparing the expressiveness, completeness, and soundness of vari-

ability languages to bridge the gap between parallel research efforts,

the option calculus as a formal variability language that is the first to rigorously formalize the

widely adopted concept of optional variability,

a map of languages that formally clarifies the properties and relationship between existing,

representative variability languages, and

an open-source Agda library that formalizes the framework and above contributions in a

reusable library of compilers and differencing algorithms [1].

2 Preliminaries and Running Example
Suppose that you are the cook at a new sandwich diner that will open soon. From a market analysis,

your supervisor distilled the most popular and affordable sandwiches into a menu shown in the top

left of Figure 1. According to the specification, a sandwich must have bread and cheese, must have
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Problem Space Solution Space

Customer order
(Configuration)

Menu
(Feature model)

Sandwich
(Variant)

Cookbook
(Feature implementation)

Our Sandwiches
Core ingredients: Optional:

Sauces (any):Choose your pay:
orMeat Tofu

Bread Cheese Salad

Mayo KetchupEither

Our Sandwiches
Core ingredients: Optional:

Sauces (any):Choose your pay:
orMeat Tofu

Bread Cheese Salad

Mayo KetchupEither

Fig. 1. Typical workflow for engineering variational systems at the example of a sandwich restaurant.

either tofu or meat as a patty, and can optionally have salad, while sauces can be freely combined.

Each customer is handed a menu to freely configure a sandwich to their liking, for example with

salad, all sauces and tofu as depicted at the bottom left of Figure 1.

Your task as the cook is to produce sandwiches according to the specification because sandwiches

that do not satisfy the supervisor’s requirements might sell badly or require unavailable ingredients.

Therefore, you write a custom sandwich cookbook, shown in the top right of Figure 1, in which you

specify how the ingredients can be combined to create sandwiches according to the requirements.

When you are handed a customer’s order, you can use the knowledge from your recipe book to

produce the respective sandwich, shown at the bottom right of Figure 1.

Apart from sandwiches, variability of this kind may occur in various software or systems [63]

and has mostly been addressed in the context of software product line engineering [7, 39, 113].

Explicitly designing variability has the goal of increasing reuse when developing a set of distinct

but related products, usually referred to as variants, such as all the sandwiches that can be built

according to the specification in Figure 1. Commonalities and differences between variants are

typically expressed in terms of atomic configuration options, referred to as features [7, 39, 113],
such as the sandwich ingredients. As emphasized by the left and right half in Figure 1, software

product-line engineering distinguishes two spaces of variability:

The problem space specifies the names of features and the constraints among them in terms

of a variability or feature model [7, 18, 73]. Essentially, a feature model denotes a satisfiability

problem to decide whether a certain set of selections for features is valid [18, 40, 103]. In our

example, the menu at the top left of Figure 1 denotes a feature model, which, for example,

declares that exactly one patty must be chosen, and not zero or both. An assignment of features

to selection values (e.g., Booleans or integers) is referred to as a configuration [7]. In our example,

a configuration is given by a customer filling out the menu (bottom left in Figure 1).

The solution space refers to the implementation of features to derive variants from configu-

rations. The main concern in the solution space is mapping features or their combinations

to implementation artifacts. This mapping determines which artifacts should be included or

excluded to generate a variant with a specific configuration. The cookbook in Figure 1 depicts a

variational system that specifies how ingredient names (i.e., features) map to the ingredients

, , , and so on, and how ingredients have to be prepared to obtain a sandwich variant.

A prominent example of annotative solution space variability for software is the C preprocessor,

one of the most widely used tools to implement explicit and static variability [93], such as in

the Linux kernel [87]. A C code base with C preprocessor directives denotes a set of C programs.

Only by running the preprocessor with a certain configuration, a particular program is obtained.
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In this work, we focus on languages for solution space variability (i.e., cookbooks for sandwiches

or any other domain of interest, such as programming languages). Both problem and solution space

have a rich landscape of languages to encode their respective variational artifacts. Problem space

languages have been formally and informally compared on different levels of abstraction, as we

discuss in Section 6. In contrast, formal solution space languages have not yet been compared, in

particular not in a formal way. For brevity, we just write variability language to refer to languages

for solution space variability for the remainder of this paper.

Notation. We use syntax highlighting: constants are violet, grammar symbols are green (i.e.,

inductive constructors), names of sets are blue, and relations and functions are magenta. We

represent lists of values 𝑎 ∈ 𝐴 of some set 𝐴, as tuples (𝑎1, . . . , 𝑎𝑛) ∈ 𝐴𝑛
as common in set theory.

For some recursive functions on lists though, we rely on an inductive notation from type theory and

functional programming (e.g., Haskell, Agda), where [ ] represents the empty list and 𝑎 :: 𝑙 prepends

a value 𝑎 ∈ 𝐴 to a list 𝑙 ∈ 𝐴𝑚
. For example, (1, 2, 3, 4) denotes the same list as 1 :: 2 :: 3 :: 4 :: [ ]. We

abbreviate singleton lists 𝑎 :: [ ] as [𝑎]. We assume 0 ∉ N and use ◦ to denote function composition.

3 An Overview on Formal Variability Languages
To model, analyze, and study variability, a range of formal languages were proposed, coming in

the forms of calculi [53, 64, 136], algebras [11], graphs [16, 27, 33, 49], or generic trees [74, 97].

These languages model variability as a general, reoccurring phenomenon not fixed to a particular

technology, such as the C preprocessor. In this section, we give an overview about common formal

languages for variability and briefly introduce and unify their syntax and semantics.

3.1 Semantics
To understand, model, and compare variability languages, it is essential to agree on a common

semantic domain, that answers the question: What is static variability? A short answer is that most

languages have the common goal to describe a set of related but different variants of a system for a

certain range of artifacts such as source code or build files [7, 39].

Before we can model variability within systems, we first need a generic model for systemswithout
variability. Most variability languages use some kind of generic tree [11, 16, 27, 33, 53, 64, 74, 75, 97].

Trees cover concrete and abstract syntax of formal languages, and hence basically any computer-

readable language, including programming languages and any sequential data (e.g., lines of text).

Hence, we model a variant as a tree, where each node contains a single piece of atomic data 𝑎 ∈ 𝐴

of any granularity. Crucially, a variant represents no variability.

Definition 3.1 (Variant). A variant 𝑣 ∈ V(𝐴) is a tree of atoms 𝑎 ∈ 𝐴, where V(𝐴) denotes the set
of all variants over a set of atoms 𝐴. We denote variants as expressions 𝑒 with the following syntax:

𝑒 F 𝑎�𝑒, . . . , 𝑒�

where 𝑒, . . . , 𝑒 denotes a finite and potentially empty list of sub-expressions. While 𝑎 is an atom,

we refer to a production 𝑎� . . . � as an artifact to distinguish the contained data 𝑎 from the node

� . . . � holding that data. For convenience, we write 𝑎 instead of 𝑎�� for leaf artifacts.

Example 3.2 (Atoms and Variants). In our running example in Section 2, we used sandwiches,

where ingredients, such as , , and are atoms and the composition of ingredients denotes

a variant of a sandwich, such as a sandwich with cheese and salad � , �. Common target

systems for static variability are source code, documentation, or build files as implemented by

the C preprocessor [87, 93], KConfig [52], autoconf [131], or GNU M4 [132]. When representing

source code as lines of text, as done by many tools, the set of atoms 𝐴 is the set of all lines of
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Table 1. Profiles of prominent formal variability languages.

Language Syntax 𝑒
Configuration

Language 𝐶
Semantics J.K : 𝑒 → 𝐶 → 𝑒

Core Choice

Calculus (CCC)
[53, 136]

𝑒 F 𝑎�𝑒, . . . , 𝑒�
| D⟨𝑒, . . . , 𝑒⟩

F → N J𝑎�𝑒1, . . . , 𝑒𝑛�K (𝑐) ≔ 𝑎�J𝑒1K (𝑐), . . . , J𝑒𝑛K (𝑐)�
JD⟨𝑒1, . . . , 𝑒𝑛⟩K (𝑐) ≔ J𝑒min(𝑐 (𝐷 ),𝑛)K (𝑐)

Binary Choice

Calculus (2CC)
[many]

𝑒 F 𝑎�𝑒, . . . , 𝑒�
| D⟨𝑒, 𝑒⟩

F → B
J𝑎�𝑒1, . . . , 𝑒𝑛�K (𝑐) ≔ 𝑎�J𝑒1K (𝑐), . . . , J𝑒𝑛K (𝑐)�

JD⟨𝑙, 𝑟 ⟩K (𝑐) ≔

{
J𝑙K (𝑐), 𝑐 (𝐷) = true,
J𝑟K (𝑐), else

Algebraic De-

cision Trees (ADT)
[16, 33]

𝑒 F leaf 𝑒

| D⟨𝑒, 𝑒⟩
F → B

Jleaf 𝑣K (𝑐) ≔ 𝑣

JD⟨𝑙, 𝑟 ⟩K (𝑐) ≔

{
J𝑙K (𝑐), 𝑐 (𝐷) = true,
J𝑟K (𝑐), else

Gruler’s

Language (GL)
[64]

𝑒 F ntrl

| asset𝑎

| 𝑒 ∥ 𝑒
| 𝑒 ⊕𝑛∈N 𝑒

N → B

JntrlK (𝑐) ≔ 𝜀

Jasset𝑎K (𝑐) ≔ 𝑎

J𝑙 ∥ 𝑟K (𝑐) ≔ J𝑙K (𝑐) ∥ J𝑟K (𝑐)

J𝑙 ⊕𝑛 𝑟K (𝑐) ≔

{
J𝑙K (𝑐), 𝑐 (𝑛) = true,
J𝑟K (𝑐), else

Option

Calculus (OC)
new

𝑒 F 𝑎�𝑡, . . . , 𝑡�
𝑡 F 𝑒

| O 𝑡

F → B
J𝑎�𝑒1, . . . , 𝑒𝑛�K (𝑐) := 𝑎�𝜅 (J𝑒1K (𝑐), . . . , J𝑒𝑛K (𝑐))�

JO 𝑒 K (𝑐) :=

{
J𝑒K (𝑐), 𝑐 (𝑂) = true,
𝜀, else

Feature Structure

Trees (FST)
[9, 11]

𝑒 F 𝑎 ◀ 𝑓 , . . . , 𝑓 ▶
𝑓 F 𝐹 : 𝑒, . . . , 𝑒

F → B
J𝑎 ◀ (𝐹1 : fs1), . . . , (𝐹𝑛 : fs𝑛) ▶K (𝑐) ≔ 𝑎�

⊕
𝑖∈{1,...,𝑛},
𝑐 (𝐹𝑖 )=true

fs𝑖�

text, and a text file could be represented as a variant 𝑙𝑖𝑛𝑒1�𝑙𝑖𝑛𝑒2� . . . �𝑙𝑖𝑛𝑒𝑛���. Alternatively,
variants can represent concrete or abstract syntax trees of formal languages in which case atoms 𝐴

corresponds to the names of production rules and tokens of a grammar (i.e., labels of nodes in the

syntax tree) [74]. For instance, an arithmetic expression 1+ 5 · 7 can be represented as +�1, ·�5, 7��.

3.2 Overview
Table 1 presents a selection of variability languages from the literature. For each language, we cite

its origin work(s) and show its syntax, configuration language 𝐶 , and semantics J.K : 𝑒 → 𝐶 → 𝑒 ,

which is a function that configures an expression 𝑒 with a configuration 𝑐 ∈ 𝐶 of the respective

configuration language to a variant 𝑒 . There exist more variability languages than we can cover

in a single paper, so we distilled our overview based on three criteria. First, we favor maturity

of formalization (i.e., whether syntax or semantics are formalized). Second, we favor genericity

(i.e., whether the language models variability as a general-purpose phenomenon and not tied to a

particular use case or technology). Third, we favor languages that are representative for similar

dialects or languages that might target more specific use cases.

We streamlined and simplified the definition of syntax or semantics for some of the languages

in Table 1. Most languages were developed independently from each other and thus use different

notation or theories to express similar concepts. For syntax, we decided for a representation that

is as simple as possible while retaining the spirit of the original language. For example, algebraic

decision diagrams are defined as graphs, which alternatively can be formalized via the given

grammar. Moreover, the languages often rely on slightly different but equivalent semantic domains

(basically generic trees). For some languages, the semantics were not even formalized at all, given

only in natural language, examples, or implementations. We hence unify semantics here to have

the same signature 𝑒 → 𝐶 → 𝑒 for comparability, and to adhere to adjusted syntax.

Proc. ACM Program. Lang., Vol. 8, No. OOPSLA2, Article 307. Publication date: October 2024.



On the Expressive Power of Languages for Static Variability 307:7

3.3 Choice Calculus (CCC and 2CC)
The choice calculus was created to serve a role analogous to the lambda calculus for programming

languages but for modeling and analyzing static variability [53, 136]. The idea is to annotate a

variant 𝑒 by embedding choices D⟨𝑒1, . . . , 𝑒𝑛⟩, 𝑛 ≥ 1 where 𝐷 is referred to as a dimension and the

sub-expressions 𝑒𝑖 are referred to as alternatives. A choice denotes the necessity to choose exactly

one alternative 𝑒𝑖 . The dimension 𝐷 ∈ F is a name to identify the choice and to convey the choice’s

meaning to potential users, where F is a set of names (e.g., N, text, or feature names according to a

feature model, cf. Section 2). Based on our running example from Section 2, the expression

�Salad⟨ , 𝜀⟩, , Patty⟨ , ⟩, Sauce⟨𝜀, , , ⟩� (1)

encodes sandwiches by embedding choices into a variant expression (cf. Definition 3.1). The outer

artifact � . . . � denotes that a sandwich always has bread at the root of the expression. The

choices for salad, patties, and sauces are named by the Salad, Patty, and Sauce dimensions,

respectively. Within bread, a sandwich (1) maybe has salad, denoted by the choice Salad⟨ , 𝜀⟩
between salad and an "empty" ingredient 𝜀, (2) always has cheese because is not nested in a

choice, (3) can have either meat or tofu because of the choice Patty⟨ , ⟩, and (4) can have

mayonnaise and/or ketchup or none: Sauce⟨𝜀, , , ⟩.
To obtain a variant for a given configuration, the semantics J.K eliminate all choices from an

expression, leaving only artifacts 𝑎� . . . � and thus a variant 𝑒 . Therefore, a configuration 𝑐 : F → N
determines which alternative to pick for each choice by mapping each unique dimension to a

natural number. While the denotational semantics of the choice calculus have been formalized in

different ways [53, 136, 137], we follow the functional style of creating a variant generator function
for an expression [137] for brevity in presentation and proofs. Hence, the semantics J𝑒K of an

expression 𝑒 ∈ CCC is a function J𝑒K : (F → N) → 𝑒 , which maps each configuration 𝑐 : F → N
to a variant 𝑒 . In particular, an artifact 𝑎�𝑒1, . . . , 𝑒𝑛� does not denote variability and hence must

not be configured. We thus keep the atom 𝑎 but configure all sub-expressions 𝑒1, . . . , 𝑒𝑛 , which

potentially contain choices. A choice D⟨𝑒1, . . . , 𝑒𝑛⟩ denotes variability that must be resolved. We

do a lookup in the configuration 𝑐 for the dimension 𝐷 and pick the chosen alternative 𝑒𝑖 , where

𝑖 = min(𝑐 (𝐷), 𝑛) can at most be the number of available alternatives 𝑛.1 Since choices might have

any arity (i.e., number of alternatives) configurations cannot be easily restricted to yield indices in

bounds. We will explore restricting the arity to be in bounds by design later in Section 5.

As an example, we can configure our sandwich from Expression 1. Let’s say we want salad, tofu,

and ketchup and define a configuration 𝑐 accordingly as 𝑐 (Salad) = 𝑐 (Patty) = 1, 𝑐 (Sauce) = 3. We

then obtain our desired sandwich via the semantics: JExpression 1K (𝑐) = � , , , �.
The result contains no choices and therefore is a variant.

To simplify reasoning, choices are frequently restricted to be binary, such as for variability-aware

syntax- [78] and type-checking [36, 79, 94] variants of C preprocessor-based software, including

the Linux kernel, and many other use-cases [14, 31, 37, 126, 137, 143, 144]. Following established

naming conventions [136], we refer to the choice calculus with choices of any arity as the core
choice calculus (CCC), and refer to the normal form with binary choice as the binary choice calculus

(2CC) throughout this paper. Syntactically, the binary choice calculus is a normal form of the core

choice calculus in which all choices have exactly two alternatives. Consequently, the semantics

can be simplified: Instead of picking an index 𝑐 (𝐷) ∈ N, configurations 𝑐 now only have to decide

1
Resolving dimensions via natural numbers is a simplification of the original works on choice calculus [53, 136, 137]. There,

a dimension 𝐷 identifies each of its alternatives with a tag 𝐷.𝑡 , and a configuration maps each dimension to one of its

tags. For brevity in presentation and proofs, we chose to replace tags by an equivalent representation via natural numbers,

analogous to how de Bruijn indices simplify formal reasoning on the lambda calculus [45].
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whether to pick the left (𝑐 (𝐷) = true) or right (𝑐 (𝐷) = false) alternative of a choice by mapping

dimensions 𝐷 to booleans B = {true, false}. As an example,

�Salad⟨ , 𝜀⟩, , Patty⟨ , ⟩, Ketchup⟨Mayo⟨ , ⟩, Mayo⟨ , 𝜀⟩⟩� (2)

encodes the core choice calculus sandwiches from Expression 1 ∈ CCC. The only difference is that

the 4-ary choice of Sauce is replaced by nested binary choices. We first decide whether we want

Ketchup on our sandwich and in either case subsequently decide whether we want to have Mayo.

3.4 Algebraic Decision Diagrams and Trees (ADT)
Algebraic decision diagrams are graphs that were introduced by Bahar et al. [16] to generalize

binary decision diagrams (BDDs) [29, 30] and have been used for algorithmic problems [16, 50]

and game theory [2] but also for formalizing variational analyses [33]. Similar to binary decision

diagrams [16, 29, 30], algebraic decision diagrams are usually used to solve large instances of

computational problems which are usually infeasible and wasteful to represent as trees due to

an exponential blowup in size [28, 62, 138]. Most effort in decision diagram research thus is put

into identifying shared, equal sub-trees and merging them to obtain a directed, rooted, acyclic

graph instead of a tree, hence the name diagram and not tree. Similar efforts have been made for

choice calculus in terms of additional syntax (let, share, macro [136]) to enable sub-tree sharing via

references. However, such extensions are (useful) syntactic sugar because the semantics remain

unchanged. In this paper, we do semantic comparisons and hence focus on simple trees for reasoning.

Essentially, algebraic decision trees represent series of binary decisions that eventually yield

a result. We observe that these binary decisions have the same semantics as choices in choice

calculus: For each named decision node, choose the left alternative or the right. Hence, we represent

algebraic decision trees with choice-syntax in its grammar given in Table 1. All inner nodes are

choices D⟨𝑙, 𝑟 ⟩ and since data can only be stored in leaves, a leaf 𝑒 has to reference an entire variant

𝑒 ∈ V(𝐴). Hence, an algebraic decision tree has to enumerate all encoded variants explicitly which

causes an exponential blowup because each feature doubles the number of variants. We therefore

omit an encoding of our running example from Expression 1 with its 16 = 2 · 2 · 4 variants here.

3.5 Gruler’s Language (GL)
Gruler [64] introduces a formal framework to describe product families and instantiates it for

model checking of variational programs [65]. Variability is foremost described in terms of the

variant operator 𝑒 ⊕𝑛 𝑒 which denotes a binary choice, identified by a number 𝑛 ∈ N, analogous
to dimensions in the choice calculi.

2
Atoms 𝑎 may occur only in leaves asset𝑎, two expressions

𝑙, 𝑟 ∈ GL can be composed via 𝑙 ∥ 𝑟 , and ntrl is explicit syntax for an empty variant 𝜀. The semantics

J𝑒K (𝑐) of an expression 𝑒 ∈ GL resolves all choices as for binary choice calculus.

As an example, we encode the sandwich from Expression 1 and abbreviate asset𝑎 as 𝑎:

( ∥ ) ∥(( ∥ ntrl) ∥ (( ⊕1 ) ∥ (( ⊕3 ) ⊕2 ( ⊕4 ntrl)))) (3)

Since atoms may occur only in leaves, we cannot encode ingredients being within . Crucially,

variants described by an expression 𝑒 ∈ GL do not describe variants 𝑒 as defined earlier but rather

binary trees where only leaves hold atoms, or an empty tree. This means, a variant encodes a list

and not a tree of atoms. Hence, we can only encode which ingredients we need for preparing a

sandwich and in which order, but not how to compose them (e.g., put ingredients between slices of

). Formally, there exists in general no bijection between lists and trees and hence associating

variants 𝑒 to variants in Gruler’s language is ambiguous. Just picking any conversion does not work

2
Gruler’s framework also includes a generalization of the variant operator to choices of any arity as in core choice calculus.

For simplicity, we stick with to the binary form here.
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because there would always be variants that cannot be described. We hence exclude this language

from formal comparisons but study it nevertheless because of relevant observations by Gruler [64].

Despite being developed independently of each other, Walkingshaw [136] and Gruler [64]

observe the same consequences and laws for choices, including, for example, choice idempotence

and distributivity over atoms. Idempotence states that it does not matter which alternative is picked

when all alternatives are equal, formulated as JD⟨𝑒, 𝑒⟩K � J𝑒K and J𝑒⊕𝑛𝑒K � J𝑒K, respectively, where
� denotes semantic equivalence, as we will define later in Section 4. Distributivity gives rise to

powerful transformations to rule out duplicate sub-expressions, formulated as JD⟨𝑎�𝑒1�, 𝑎�𝑒2�⟩K �
J𝑎�D⟨𝑒1, 𝑒2⟩�K and J((asset 𝑎) ∥ 𝑒1) ⊕𝑛 ((asset 𝑎) ∥ 𝑒2)K � J(asset 𝑎) ∥(𝑒1 ⊕𝑛 𝑒2)K, respectively.

3.6 Option Calculus (OC)
The languages covered so far, all featured alternative variability in terms of choices. Yet, there

is a broad range of works that depict variability in terms of options [4, 26, 27, 70, 75, 77, 97]. An
option annotates a sub-expression to indicate that it must be either included or excluded from a

variant. Options have been used, for example, to decompose legacy applications [75], to extract

lost knowledge on variability [97], or for model checking [13, 38, 46–49, 105]. In fact, options are

frequently modeled in research and tools that encode variability purely with choices [14, 64, 94,

126, 144]. An option is encoded as a choice with a neutral value 𝜀, just as we did for optional salad

in Expression 1. The frequency of this pattern suggests a shared and missed need for options.

Crucially, to the best of our knowledge, there is no rigorous formalization of optional variability.

While a definition of syntax is given sometimes [77, 105] (often on examples only), semantics are

rarely formalized [105] or even discussed, and most formalisms are tailored to specific use-cases [77]

or embedded in specific host languages [47, 105].

Hence, we introduce the option calculus as a formal model to depict the nature of options, serving

as a common denominator for models based on optional variability. To compare the expressiveness

of option-based languages to other languages, option calculus must model variability solely based

on options, such that all expressive power stems from options alone. As shown in Table 1, an option

calculus expression is built from artifacts 𝑎�𝑡, . . . , 𝑡� and options O 𝑡 . An option O 𝑡 is identified

by a name 𝑂 ∈ F (analogous to dimensions in choice choices) and denotes that the sub-expression

𝑡 is optional. Each expression is forced to have an artifact at the root in terms of the starting rule

𝑒 . This is necessary because an option at the top would allow to remove the entire expression,

yielding an empty value.

An empty expression is not considered in most models for optional variability, and its meaning is

ambiguous (e.g., empty variant vs. non-existence of a variant) and depends on the object language

(i.e., the language being configured). If the variability language allows empty expressions in arbitrary

places, we might end up with ill-formed variants, such as syntactically incorrect programs. If

emptiness is part of the object language instead (i.e., the set of atoms), the empty expression is

given meaning by the object language and may only occur in syntactically reasonable places; and

the object language determines whether an empty variant exists or has any meaning. To remain

general, we must not assume the existence of an empty atom, even though it might exist. When

considered explicitly, empty expressions are a source of edge-cases and overhead such as ntrl in

Gruler’s language [64].

As an example, we encode the sandwich from Section 2 in option calculus:

�Salad , , Meat , Tofu , Ketchup , Mayo � (4)

Compared to the previous sandwich expressions, all choices have been replaced by options O 𝑒 ,

indicated by different braces . For Salad and for encoding all combinations of Ketchup and Mayo,
we do not rely on the existence of an "empty" ingredient 𝜀 anymore because options natively encode
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the potential absence of ingredients. Expression 4 is not equivalent to the previous choice calculus

expressions 1 and 2 because it denotes more variants (2
5 = 32 > 16). Now, sandwiches can have both

Tofu and Meat at the same time or none of them (for configurations 𝑐 with 𝑐 (Tofu) = 𝑐 (Meat) = true
or 𝑐 (Tofu) = 𝑐 (Meat) = false) but having two or no patties should be forbidden according to the

specification in our running example in Figure 1. The point is that options cannot encode constraints

among the corresponding features which alternatives natively do. We will study this property later

in Section 5, including a proof of the incompleteness of option calculus.

The semantics of option calculus are formalized in Table 1 and configure an expression 𝑒 with a

configuration 𝑐 : F → B by resolving all options with names𝑂 ∈ F to a variant 𝑒 . An option O 𝑒 is

resolved by either replacing it with the contained expression 𝑒 upon selection (i.e., 𝑐 (𝑂) = true),
or with a temporary placeholder 𝜀 upon deselection (i.e., 𝑐 (𝑂) = false). Configuring an artifact

J𝑎�𝑒1, . . . , 𝑒𝑛�K (𝑐), recursively configures all child expressions and then removes all placeholders

𝜀 via an auxiliary function 𝜅 with 𝜅 ( [ ]) ≔ [ ], 𝜅 (𝜀 :: 𝑡) ≔ 𝜅 (𝑡), and 𝜅 (ℎ :: 𝑡) ≔ ℎ :: 𝜅 (𝑡), ℎ ≠ 𝜀.3

Given that there is always an artifact at the top of an option calculus expression, no placeholders 𝜀

remain after configuration such that indeed a variant is produced.

3.7 Feature Structure Trees (FST)
All previous languages model variability by annotating a tree, which simultaneously contains all

variants. An orthogonal paradigm is compositional variability in which features are divided into

distinct modules and composed to a variant, as done in aspect-oriented [83, 84], delta-oriented [98,

117], or feature-oriented programming [9], or plug-in-frameworks [71] and mixins [124].

Apel et al. [11] present an algebra that abstracts compositional static variability, and which

covers different implementations of feature-oriented [9, 10, 12, 19], aspect-oriented [8, 82, 125], or

other compositional languages [22, 101]. This algebra basically assumes the existence of a set of so

called introductions 𝐼 (e.g., features or modules) which can be composed or modified via various

binary operators while obeying algebraic laws. For example, the introduction sum ⊕ : 𝐼 × 𝐼 → 𝐼 ,

which composes two introductions, must obey distant idempotence 𝑎 ⊕ 𝑏 ⊕ 𝑎 = 𝑎 ⊕ 𝑏 which means

that adding an introduction, which has already been added has no effect.
4

In this paper, we focus on one compositional language that is an instance of the algebra: feature

structure trees [9, 11]. In Table 1, we show simplified syntax and semantics of feature structure

trees. Originally, the syntax is defined in natural language [9] or as sets of paths to represent

trees [11], which we simplify to a small grammar. Basically, an expression is a list of features

𝑎 ◀ 𝑓 , . . . , 𝑓 ▶ which can be inserted as sub-expressions of a common atom 𝑎 (e.g., the root

directory of a software project). Each feature 𝐹 : 𝑒, . . . , 𝑒 has a name 𝐹 ∈ F and a range of trees,

represented as plain variants, which are introduced when the feature is selected. For example,

the feature Weight : package graph�class Edge�int weight�, class Node�int weight��
adds a field int weight to two Java classes in a graph library. To derive a variant, the semantics

compose the trees of all selected features, via a binary operator ⊕:

⊕ : 𝑒𝑛 → 𝑒𝑚 → 𝑒𝑜

𝑙 ⊕ [ ] ≔ 𝑙

𝑙 ⊕ (ℎ :: 𝑡) ≔ (𝑙 ⊙ ℎ) ⊕ 𝑡

⊙ : 𝑒𝑛 → 𝑒 → 𝑒𝑚

[ ] ⊙ 𝑏�𝑐𝑏� ≔ [𝑏�𝑐𝑏�](
𝑎�𝑐𝑎� :: 𝑡

)
⊙ 𝑏�𝑐𝑏� ≔

{
𝑎�𝑐𝑎 ⊕ 𝑐𝑏� :: 𝑡, 𝑎 = 𝑏,

𝑎�𝑐𝑎� ::

(
𝑡 ⊙ 𝑏�𝑐𝑏�

)
, 𝑎 ≠ 𝑏

3
The function 𝜅 is also known as catMaybes in the standard libraries of Haskell and Agda.

4
Any non-commutative introduction sum ⊕ has to choose whether left introductions dominate right introductions or vice

versa, giving rise to two symmetric distant idempotence laws. We choose the left-dominant version here (see above) because

it seems more intuitive to us, whereas Apel et al. [11] present the right-dominant formulation 𝑎 ⊕ 𝑏 ⊕ 𝑎 = 𝑏 ⊕ 𝑎.
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Composition 𝑙 ⊕ 𝑟 composes all trees in a list 𝑟 ∈ 𝑒𝑚 onto the trees in a list 𝑙 ∈ 𝑒𝑛 sequentially from

left to right via the operator ⊙.5 The operator ⊙ composes a single tree 𝑏�𝑐𝑏�, where 𝑐𝑏 is a list of

children, into a list of trees by sequentially inspecting each tree in the list: When a tree 𝑎�𝑐𝑎� is

found with the same atom 𝑎 = 𝑏, then both trees are composed recursively. When no matching tree

is found, the tree to compose 𝑏�𝑐𝑏� is appended to the list as a new implementation. This case

distinction allows to modify (case 𝑎 = 𝑏) or add to (case 𝑎 ≠ 𝑏) an existing implementation.

As an example, we can compose a sandwich, where each feature’s list holds one ingredient.

◀ Salad : [ ], Cheese : [ ], Meat : [ ], Tofu : [ ], Mayo : [ ], Ketchup : [ ],▶
(5)

Given that ingredients are flat trees and that no ingredient occurs more than once here, composition

⊙ will always append but never merge ingredients (case 𝑎 ≠ 𝑏). For example, JExpression 5K (𝑐) =
�[ ] ⊕ [ ]� = � , � if 𝑐 (Salad) = 𝑐 (Cheese) = true but false otherwise.

3.8 Other Languages & Conclusion
There are many other models for variability, but most of them are tied to specific use cases or

(programming) languages, including models with binary [15, 102, 107] or n-ary choices [140–142],

or more complex choice semantics [121]. In fact, the choice calculus itself has more dialects [69, 136].

Some languages mix options and alternatives [24, 27, 80, 139], which we will discuss later.

The variability languages we covered so far are generic in the sense that they do not make

assumptions on the semantics nor syntax of the language being configured (i.e., the object language)

except that it’s syntax should be tree-like. Other languages, such as languages used for variability-

aware syntax- [78] and type-checking [79, 94], or control flow analyses [15, 102, 107, 140–142] are

aware of the object language but at the cost of being tied to a specific set of object languages such

as transition systems [49, 133] or programming languages [47, 76, 121, 140]. While specializing

for specific object languages enables for optimizations and more effective reasoning in that object

language, our goal is to study how to express variability by itself. We hence must study only

generic languages. In some sense, the generic languages presented here are also representative

for non-generic languages because non-generic languages extend an object language’s grammar

with additional rules for variability, which are the same constructs used in generic languages (e.g.,

flavors of choices).

In the next section, we develop a formal framework to describe and compare static variability

languages. In Section 5, we then compare the languages presented here, but our framework will be

general enough to also cover other languages and dialects as well.

4 A Formal Framework for Language Comparisons
With a zoo of informal and formal variability languages employed in various research efforts, we

now turn to developing a formal framework to compare and study languages.

4.1 Semantic Domain of Variability Languages
To compare the semantic expressiveness of formal variability languages, such as those illustrated in

Section 3, we must compare their ability to describe elements of their semantic domain. Research

on variational systems and software product lines is typically based on the shared intuition that a

variational expression (i.e., a product line) specifies a set of variants in a target language, such as

programming languages or sandwiches. Each variant is commonly identified by a configuration (cf.

Section 2 and 3.1), which means that a variant can be automatically generated or otherwise retrieved
from the product line by means of evaluating the product line against a configuration. Besides

5
Functional programmers might recognize ⊕ as a (left) fold on lists.
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work specifically focused on the choice calculus (cf. Section 3.3), examples for this intuition are

variability-aware analysis [25, 46, 47, 65, 141, 144], other formal frameworks [33, 49] or surveys [134]

for product line analyses, variation control systems [95, 96, 120, 126], managed clone-and-own

development [81, 99, 112, 116, 118], as well as a popular software product lines text book [7]. In

Section 3.1, we observed that variants are modeled by variability languages as trees of atomic

values, and provided definitions for atoms and variants in Definition 3.1, respectively.

However, sets of variants are exponential in the number of configuration options. Computing all

configurations and their respective variants does not scale in practice and requires to generate all

possible configurations combinatorically. We can avoid explicitly computing sets of configurations

and the complexity introduced by the respective combinatorics though. The key idea is to encode a

set of variants as a function 𝑓 : 𝐶 → V(𝐴) that selects a set of variants 𝐼𝑚(𝑓 ) ⊂ V(𝐴) from the set

of all variants V(𝐴) over atoms 𝐴 in terms of an index set𝐶 (e.g., configurations). This formulation

separates the concerns of (1) describing how to generate a variant, and (2) quantifying all variants.

In fact, we can compare semantics solely in terms of (1) variant generation functions 𝑓 , without (2)

ever having to compute the actual set of variants which is nevertheless possible as we will cover

later. In our experience, this formulation allows for more elegant and concise argument and proof,

and explains our functional style for semantics in Section 3.

Definition 4.1 (Indexed Set). An indexed set is a function 𝐴 : 𝐼 → 𝑆 , which associates each index

𝑖 ∈ 𝐼 with an element 𝐴(𝑖) ∈ 𝑆 .

The key idea in Definition 4.1 is that we can model a subset of a set 𝑆 by pointing at those

elements we want to have in the subset. This pointing is done in terms of a function that maps

indices or keys 𝑖 ∈ 𝐼 to the elements in 𝑆 . We are not the first to have this idea: identifying sets

of objects by pointing is also known in the context of elements, points, or subobjects in category

theory [17] or object classifiers in homotopy type theory [135].

Example 4.2. A function 𝑓 : B → N is an indexed set of at most two natural numbers. When

𝑓 (false) = 1 and 𝑓 (true) = 2 then 𝑓 denotes {1, 2}. As another example, the function even : N → N
with even(𝑛) = 2 · 𝑛 is an indexed set that denotes the subset of all even natural numbers.

When an indexed set is not injective, then it denotes a multiset because there exists at least one

element that is pointed at twice. This aligns with the semantics of variability languages because

the same variant might be associated with different configurations. For example, in the expression

D⟨𝑒, 𝑒⟩ ∈ 2CC a configuration which picks the left alternative for 𝐷 remains equivalent if it instead

would pick the right alternative because JD⟨𝑒, 𝑒⟩K (𝑐) = J𝑒K (𝑐) for all configurations 𝑐 (cf. Section 3.5).
When an indexed set is not surjective it denotes a proper subset of 𝑆 because there are elements in

𝑆 that are not being pointed at, such as in even.
Indexed sets can be compared based on the usual operator for set inclusion:

Definition 4.3 (Indexed Set Inclusion , Subset ⊑, and Equivalence �). An element 𝑠 ∈ 𝑆 is an

element of an indexed set 𝐴 : 𝐼 → 𝑆 if there exists an index 𝑖 ∈ 𝐼 that points to 𝑠 . Formally, we

write 𝑠 𝐴 iff ∃𝑖 ∈ 𝐼 : 𝐴(𝑖) =𝑆 𝑠 for an equivalence relation =𝑆 over 𝑆 . An indexed set 𝐴 : 𝐼 → 𝑆 is a

subset of an indexed set 𝐵 : 𝐼 → 𝑆 if 𝐵 points to all elements 𝐴 points to. Formally, we write 𝐴 ⊑ 𝐵

iff ∀𝑖 ∈ 𝐼 : 𝐴(𝑖) 𝐵. We consider two indexed sets equivalent and write 𝐴 � 𝐵 iff 𝐴 ⊑ 𝐵 and 𝐵 ⊑ 𝐴.

Example 4.4. Let 𝐴 : B → N and 𝐵 : {♦,♥, ♠, ♣} → N be two indexed sets with 𝐴(false) =
𝐴(true) = 3 and 𝐵(♦) = 1, 𝐵(♥) = 2, 𝐵(♠) = 3, and 𝐵(♣) = 4. Then, 𝐴 ⊑ 𝐵 because 𝐴(false) 𝐵 and

𝐴(true) 𝐵 because 𝐴(false) = 𝐵(♠) and 𝐴(true) = 𝐵(♠).

Corollary 4.5. ⊑ is a partial order and � is an equivalence relation.
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In this paper, we cover variability languages that describe finite sets of variants because that is
what formal variability languages typically describe (cf. Section 3). Infinite variant sets occur in

practice when configuration options F can have unbounded domains such as numbers or strings.

However, such variability is typically implemented within a programming language and cannot

be expressed with annotations, which would require infinitely many trees below annotations, or

compositions, which would require an infinite amount of components or modules. While supported

by our theory in principle, infinite variant spaces are out of scope here.

Definition 4.6 (Finite Indexed Set). An indexed set 𝐴 : 𝐼 → 𝑆 is finite iff the set 𝐼 is finite.

When the set of indices 𝐼 is finite, the indexed set 𝐴 can only pick a finite amount of elements

from 𝑆 and hence the indexed set 𝐴 is finite. For upcoming definitions and proofs we use N𝑛 :=

{1, . . . , 𝑛}, 𝑛 ∈ N as a canonical finite set that always contains exactly 𝑛 elements.
6
To prove that a

set of indices 𝐼 is finite, we enumerate it with a surjective function enum : N𝑛 → 𝐼 .

Example 4.7. The sets 𝐴 and 𝐵 from Example 4.4 are finite because their index sets are finite. The

indexed set even from Example 4.2 is infinite because it ranges over all natural numbers.

Moreover, expressions in variability languages should denote non-empty subsets of variants. The

reason is that denoting an empty set of variants would require the existence of at least one empty
expression, which does not exist in common formal variability languages, has unclear meaning and

soundness issues (cf. Section 3.6). An indexed set 𝐴 : 𝐼 → 𝑆 is non-empty if it points to at least one

element 𝑠 ∈ 𝑆 , which in turn means that there must be at least one index 𝑖 ∈ 𝐼 .

Definition 4.8 (Non-empty Indexed Set). An indexed set 𝐴 : 𝐼 → 𝑆 is non-empty iff 𝐼 ≠ ∅.
Finally, we define the semantic domain of variability languages in terms of finite and non-empty

indexed sets of variants which we call variant generators.

Definition 4.9 (Variant Generator). A variant generator is a finite and non-empty indexed set

𝐼 → V(𝐴) of variants over atoms 𝐴 with an otherwise arbitrary index set 𝐼 .

Definition 4.10 (Semantic Domain). The semantic domain S(𝐴) of variability languages is the set

of all variant generators over atoms 𝐴.

Having defined the non-variational elements of our framework — atoms and variants — and the

semantic domain in terms of variant generators, we can now turn to implementing variability.

4.2 Variability Languages
An expression in a variability language associates variants with configurations (cf. Section 2).

Configurations encode the necessary information to configure a variational expression to a variant.

Different variability languages may require configurations of different forms though.

Definition 4.11 (Configuration Language). A configuration language is a set 𝐶 .

We have seen examples for different configuration languages in Section 3. Our framework

does not impose any assumptions on how a configuration is structured and thus, we can depict a

configuration language as a mere set. We can now define an abstract notion of variability languages.

Definition 4.12 (Variability Language). A variability language 𝐿 is a set of expressions 𝐿(𝐴) that
is parameterized in an atom set 𝐴.

We define the denotational semantics J𝑒K of an expression 𝑒 ∈ 𝐿(𝐴) of a variability language as

an indexed set where indices are configurations:

6N𝑛 is also known as Fin n in proof assistants.
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Definition 4.13 (Denotational Semantics of Variability Languages). The denotational semantics of

a variability language 𝐿 with a configuration language 𝐶 is a function J.K : 𝐿(𝐴) → 𝐶 → V(𝐴),
which configures an expression 𝑒 ∈ 𝐿(𝐴) with a configuration 𝑐 ∈ 𝐶 to a variant J𝑒K (𝑐) ∈ V(𝐴),
for any atom set 𝐴.

Example 4.14. All languages illustrated in Section 3 have denotational semantics according to

this definition. For instance, the semantics of binary choice calculus is a function J.K : 2CC(𝐴) →
𝐶 → V(𝐴), where configurations𝐶 : F → B map dimensions to Boolean values. The semantics J𝑒K
of an expression 𝑒 then is a function𝐶 → V(𝐴) and hence an indexed set. For example, JD⟨1, 2⟩K is
an indexed set of two variants 1 and 2 because JD⟨1, 2⟩K (𝜆𝑥. true) = 1 and JD⟨1, 2⟩K (𝜆𝑥. false) = 2.

While we defined the semantic domain of variability languages in terms of variant generators (i.e.,

non-empty, finite indexed sets of variants) earlier, we do not constrain the denotational semantics

of a variability language to variant generators. This allows to represent unsound languages within

the framework as well to analyze whether a language is indeed sound or not, and to nevertheless

relate it to other languages. We now introduce completeness and soundness to check if a variability

language denotes variant generators.

4.3 Completeness, Soundness, and Expressiveness
A key property of a language’s denotational semantics is completeness. A language is complete if it is

capable of expressing each element in its semantic domain. In this paper, we consider the semantic

domain of variability languages to be variant generators (Definition 4.10). We thus consider a

variability language to be complete iff it can express any variant generator 𝑉 : N𝑛 → V(𝐴) for any
atom set 𝐴 , where we use N𝑛 as a canonical non-empty and finite indexed set, independent from

any particular configuration knowledge. In a complete language, for example, we can describe any

set of products demanded by customers, or in terms of our running example, a recipe book for any

set of sandwiches.

Definition 4.15 (Completeness). A variability language is complete iff it can express any variant

generator. Formally, we write Complete(𝐿) iff ∀𝐴,𝑛 ∈ N, (𝑉 : N𝑛 → V(𝐴)) ∃𝑒 ∈ 𝐿(𝐴) : J𝑒K � 𝑉 .

The converse property is soundness. Soundness ensures that each expression indeed denotes a

variant generator, and hence has meaning in the semantic domain. If a variability language is not

sound, some of its expressions describe things other than variant generators, and hence systems

that are ill-formed or meaningless to the variational domain for a given atom set. In terms of our

running example, a language for cookbooks for sandwiches would be unsound if it for example

allows to describe also things that are not cookbooks at all, or that are cookbooks that also include

recipes for making spaghetti or a space rocket.

Definition 4.16 (Soundness). A variability language is sound iff it denotes only variant generators.

Formally, we write Sound(𝐿) iff ∀𝐴, 𝑒 ∈ 𝐿(𝐴) ∃𝑛 ∈ N, (𝑉 : N𝑛 → V(𝐴)) : J𝑒K � 𝑉 .

The major goal of this paper is to determine whether and how research based on one variability

language can be transferred to other variability languages. Therefore, we need a way to relate

languages based on their semantics, commonly referred to as expressiveness [41, 43, 56]: Can

a language describe the semantics of another language? With completeness, we already have a

measure for expressiveness in absolute terms (i.e., whether a language can describe all variant
generators). For comparing languages, we are interested in a relative measure that tells us whether

a language is less or more expressive than another language.

Definition 4.17 (Expressiveness Relations ⪰, ≡, ≻). Let 𝐿,𝑀 be two variability languages with

semantics J.K𝐿, J.K𝑀 , respectively. 𝐿 is at least as expressive as𝑀 if any indexed set J𝑚K𝑀 that can
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be described by an expression𝑚 ∈ 𝑀 , can also be described by an expression 𝑙 ∈ 𝐿. Formally, we

write 𝐿 ⪰ 𝑀 iff ∀𝐴,𝑚 ∈ 𝑀 (𝐴) ∃𝑙 ∈ 𝐿(𝐴) : J𝑙K𝐿 � J𝑚K𝑀 . Two variability languages are equally

expressive 𝐿 ≡ 𝑀 iff they are at least as expressive as each other, 𝐿 ⪰ 𝑀 and𝑀 ⪰ 𝐿. A variability

language is more expressive than another variability language 𝐿 ≻ 𝑀 iff 𝐿 is at least as expressive

as𝑀 but not vice versa, 𝐿 ⪰ 𝑀 and𝑀 ̸⪰ 𝐿.

The intuition behind this notion of expressiveness is that a language 𝐿 can express "everything"

another language 𝑀 can express if 𝐿 ⪰ 𝑀 . Following the naming convention for comparing

expressions within choice calculus [53], we refer to two expressions 𝑙 ∈ 𝐿,𝑚 ∈ 𝑀 that describe the

same variants but with potentially different configurations, J𝑙K𝐿 � J𝑚K𝑀 , as variant-equivalent.

Corollary 4.18. ⪰ is a partial order and ≡ is an equivalence relation.

4.4 How to Prove Completeness, Soundness, and Expressiveness?
Having introduced the core definitions of our framework, including completeness, soundness, and

expressiveness, we must demonstrate how to prove these properties for a given language. We now

explain how to construct direct proofs, and enrich our framework with theorems that leverage the

relationship between completeness, soundness, and expressiveness to conclude proofs for free.

Completeness by Differencing. We can prove completeness by implementing an encoding

algorithm and showing its correctness. Given a variant generator 𝑉 : N𝑛 → V(𝐴), this algorithm
must construct an expression 𝑒 that encodes exactly the variants in that variant generator (i.e.,

J𝑒K � 𝑉 ). Encoding a set of trees 𝑉 into a single variational expression 𝑒 that describes their

similarities and differences is also known as tree differencing [54, 60] and part of migrating cloned

variants or forks into a software product line [57–59, 81, 92, 115, 146].

Soundness by Enumeration. To prove soundness of a language, we must show that every

expression denotes a variant generator. Therefore, we can compute the variant generator 𝑉 :

N𝑛 → V(𝐴) of a given expression 𝑒 and prove correctness of this computation (i.e., J𝑒K � 𝑉 ). The

semantics J𝑒K of an expression 𝑒 is an indexed set𝐶 → V(𝐴) from configurations to variants.We can

convert J𝑒K to𝑉 by enumerating all configurations in terms of a surjective function enum : N𝑛 → 𝐶

as discussed for Definition 4.6, such that 𝑉 = J𝑒K ◦ enum. Proving enum surjective, proves that

𝐶 is finite and non-empty. For some languages there might be infinitely many configurations

though, as for example with choice calculus configurations F → N (cf. Table 1). Yet, configurations

still describe only a finite amount of variants because each expression is finite. For example, all

configurations 𝑐𝑖 (𝑥) = 𝑖 with 1 < 𝑖 ∈ N produce the same variant = JD⟨ , ⟩K (𝑐𝑖 ). Hence, for
an expression 𝑒 , we can consider two configurations 𝑐1, 𝑐2 equivalent iff they produce the same

variant J𝑒K (𝑐1) = J𝑒K (𝑐2), as also observed by Gruler [64, p. 66]. We then must prove surjectivity of

enum with respect to configuration equivalence.

Expressiveness by Compilation. To prove 𝐿 ⪰ 𝑀 , we can compile𝑀 to 𝐿 to show that every

expression in 𝑀 has a corresponding expression in 𝐿; and hence 𝐿 can express “everything” 𝑀

can express. Compilation entails translating expressions and proving correctness: A translated

expression must denote the same variant generator (i.e., be variant-equivalent). Given a translation

t : 𝑀 → 𝐿 this means proving ∀𝑚 ∈ 𝑀 : J𝑚K𝑀 � Jt(𝑚)K𝐿 which reduces to J𝑚K𝑀 ⊑ Jt(𝑚)K𝐿
and Jt(𝑚)K𝐿 ⊑ J𝑚K𝑀 . These further reduce to ∀𝑐𝑀 ∈ 𝐶𝑀 ∃𝑐𝐿 ∈ 𝐶𝐿 : J𝑚K𝑀 (𝑐𝑀 ) = Jt(𝑚)K𝐿 (𝑐𝐿),
and ∀𝑐𝐿 ∈ 𝐶𝐿 ∃𝑐𝑀 ∈ 𝐶𝑀 : Jt(𝑚)K𝐿(𝑐𝐿) = J𝑚K𝑀 (𝑐𝑀 ). Hence, we must also translate the respective

configuration languages𝐶𝐿,𝐶𝑀 . When a translation t alters annotations in𝑚 (e.g., splitting a choice

as in Expression 2, thereby introducing new dimensions), translating configurations correctly also

depends on the input expression.
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Complete(𝑀) 𝐿 ⪰ 𝑀

Complete(𝐿)
Th. 4.22

Sound(𝐿) 𝐿 ⪰ 𝑀

Sound(𝑀)
Th. 4.23

Complete(𝐿) Sound(𝑀)
𝐿 ⪰ 𝑀

Th. 4.24

Fig. 2. Theorems relating completeness, soundness, and expressiveness.

Definition 4.19 (Compiler). Let𝑀 , 𝐿 be variability languages. Let𝐶𝑀 and𝐶𝐿 be the corresponding

configuration languages. A compiler is a 3-tuple (t, conf, fnoc) ∈ 𝑀 𝐿, where 𝑀 𝐿 = (𝑀 →
𝐿) × (𝑀 → 𝐶𝑀 → 𝐶𝐿) × (𝑀 → 𝐶𝐿 → 𝐶𝑀 ) is the set of all compilers from𝑀 to 𝐿, t is a translation

for expressions and conf and fnoc are translations of configurations.

Definition 4.20 (Compiler Correctness). Let 𝑀 , 𝐿 be variability languages with configuration

languages𝐶𝑀 ,𝐶𝐿 and semantics J.K𝑀 , J.K𝐿 . A compiler (t, conf, fnoc) ∈ 𝑀 𝐿 is correct if∀𝑚 ∈ 𝑀 ,

𝑐𝑀 ∈ 𝐶𝑀 , 𝑐𝐿 ∈ 𝐶𝐿 : J𝑚K𝑀 (𝑐𝑀 ) = Jt(𝑚)K𝐿 (conf (𝑚,𝑐𝑀 )) and Jt(𝑚)K𝐿 (𝑐𝐿) = J𝑚K𝑀 (fnoc(𝑚,𝑐𝐿)).

Theorem 4.21 (Expressiveness by Compilation). Let 𝐿,𝑀 be two variability languages. 𝐿 ⪰ 𝑀

if there exists a correct compiler𝑀 𝐿.

Proof. Let𝐴 be an atom set. To prove 𝐿 ⪰ 𝑀 , we must show∀𝑚 ∈ 𝑀 (𝐴) ∃𝑙 ∈ 𝐿(𝐴) : J𝑙K𝐿�J𝑚K𝑀 ,

which reduces to ∀𝑐𝐿 ∈ 𝐶𝐿 : ∃𝑐𝑀 ∈ 𝐶𝑀 : J𝑙K𝐿 (𝑐𝐿) = J𝑚K𝑀 (𝑐𝑀 ), and ∀𝑐𝑀 ∈ 𝐶𝑀 : ∃𝑐𝐿 ∈ 𝐶𝐿 :

J𝑚K𝑀 (𝑐𝑀 ) = J𝑙K𝐿(𝑐𝐿). Both propositions hold by definition of compiler correctness, where 𝑙 is given

by t(𝑚) and the configurations exist by conf (𝑚,𝑐𝑀 ) and fnoc(𝑚,𝑐𝐿). □

Proofs for Free. Figure 2 depicts how completeness, soundness, and expressiveness interact,

giving rise to theorems to conclude proofs for free. As usual, completeness and soundness are

converse to each other causing them to have dual relationships to expressiveness. When a language

𝐿 is at least as expressive as a complete language𝑀 , then 𝐿 is also complete because 𝐿 is able to

describe any set of variants which the complete language𝑀 can encode (Theorem 4.22).

Proof. Let 𝐴 be an atom set. Let 𝑉 be a variant generator. We have to show that 𝑉 can be

described by an expression 𝑙 ∈ 𝐿(𝐴) such that J𝑙K𝐿 � 𝑉 . By completeness of 𝑀 , there exists an

expression 𝑚 ∈ 𝑀 (𝐴) with J𝑚K𝑀 � 𝑉 . By expressiveness 𝐿 ⪰ 𝑀 , there exists an expression

𝑙 ∈ 𝐿(𝐴) with J𝑙K𝐿 � J𝑚K𝑀 . By transitivity of �, we conclude J𝑙K𝐿 � 𝑉 . □

Conversely, when a sound language 𝐿 is least as expressive as another language 𝑀 , then also

that other language𝑀 is sound because it describes at most the sets of variants described by the

sound language 𝐿, which in turn are variant generators (Theorem 4.23).

Proof. Let 𝐴 be an atom set. Let𝑚 ∈ 𝑀 (𝐴) be an expression in𝑀 . We have to show that there

exists a variant generator 𝑉 of variants such that J𝑚K𝑀 � 𝑉 . By expressiveness 𝐿 ⪰ 𝑀 , there is

an expression 𝑙 ∈ 𝐿(𝐴) with J𝑙K𝐿 � J𝑚K𝑀 . By soundness of 𝐿, the expression 𝑙 denotes a variant

generator𝑉 with J𝑙K𝐿 � 𝑉 . By transitivity and symmetry of �, we can conclude that J𝑚K𝑀 � 𝑉 . □

A key observation is that a complete language is at least as expressive as any sound language, de-

noted by Theorem 4.24. Intuitively, a language 𝐿 that can encode any variant generator, can express

any expression of another language𝑀 if these expressions indeed describe variant generators.

Proof. Let 𝐴 be an atom set. To prove that 𝐿 ⪰ 𝑀 , we have to show that for all expressions

𝑚 ∈ 𝑀 (𝐴), there exists an expression 𝑙 ∈ 𝐿(𝐴) with J𝑙K𝐿 � J𝑚K𝑀 . Let𝑚 ∈ 𝑀 (𝐴). Since𝑀 is sound,

there exists a variant generator𝑉 with J𝑚K𝑀 � 𝑉 . By completeness of 𝐿, there exists an expression

𝑙 ∈ 𝐿(𝐴) with J𝑙K𝐿 � 𝑉 . By transitivity and symmetry of �, we conclude J𝑙K𝐿 � J𝑚K𝑀 . □
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This interplay between completeness, soundness, and expressiveness, is in fact not specific to

variability languages but may emerge in any system with these three properties. There are even

more interesting theorems, for example to conclude incompleteness or unsoundness, or to conclude

that no sound language can be more expressive than a complete language. We omit these theorems

for brevity here but formalize and prove them in our Agda implementation [1].

4.5 Formalization, Tool Support, and Conclusion
We formalize our framework and all its proofs as an open source Agda library [1]. Thereby our frame-

work addresses both theoretical and practical concerns. For language designers, our framework

enables basic sanity checks, which despite being basic, have never been studied nor implemented

for variability languages before. For practitioners, our framework provides proven-to-be correct

compilers and differencing algorithms, originating from constructive proofs for the above prop-

erties, implemented in Agda. For researchers, our framework provides proof strategies to derive

insightful theorems on the expressiveness, completeness, and soundness of variability languages.

5 Charting the Language Space
We now begin the journey to chart the landscape of formal variability languages to bridge the

gaps between existing research efforts. We contribute (1) a semantic comparison of common

variability languages, which also serves as (2) a case study to show the feasibility and usability of

our framework, and (3) a web of compilers and correctness proofs, formalized in Agda [1].

Figure 3 gives an overview of the landscape we discovered and organized in a systematic way.

In this graph, a node represents a variability language and an edge (𝐿,𝑀) denotes the existence
of a correct compiler 𝐿 𝑀 (cf. Definition 4.19 and 4.20). An edge is crossed out 𝐿 𝑀 if there

cannot exist a correct compiler. Loops denote intra-language compilers 𝐿 𝐿. An edge has a filled

tip 𝐿 𝑀 if there exists a compiler 𝐿 𝑀 and 𝐿 ⊆ 𝑀 by definition, which renders constructing

a compiler trivial.
7
In the following, we omit explicitly stating corollaries corresponding to such

edges 𝐿 𝑀 . We formalize all compilers, theorems, corollaries, and their proofs in our Agda library

Vatras [1]. The library’s documentation contains a detailed mapping of the theorems and proofs in

this paper to their respective Agda representation.

Finding compilers and proving their correctness is a means to prove completeness, soundness,

or expressiveness (cf. Section 4.4). For each edge 𝐿 𝑀 in Figure 3, we conclude 𝑀 ⪰ 𝐿 by

Theorem 4.21. Transitively, we can conclude completeness by Theorem 4.22, if a language we

compiled is complete. This means that completeness “flows” along edges in Figure 3 and, thus,

proving a language complete, proves all reachable languages complete. Similarly, any language

from which we can reach a sound language is also sound by Theorem 4.23.

To relate each language to each other language, we try to construct circles of compilers instead

of doing pairwise comparisons. Finding a circle proves all contained languages equally expressive:

Any language 𝐿𝑖 within a circle 𝐿1 𝐿2 . . . 𝐿𝑛 𝐿1 can be translated to any other language

𝐿 𝑗 because compilation is transitive. Hence, circles enable pairwise comparisons with only 𝑛 instead

of 𝑛(𝑛 − 1) compilers. Key here is to find circles that are the easiest to implement and prove correct.

7
When described in type theory, as we do in our Agda library, a language is a type and an expression is an instance of

that type, and hence every expression belongs to exactly one language. Hence, relating languages always requires explicit

translation functions, even if conceptually, the terms of one language are a subset of the other language. In our library,

we provide such conversions and correctness proofs, but we leave them out in this chapter for clarity and brevity. When

necessary, we point out such a conversion with the identity function id (e.g., in Figure 3).
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Fig. 3. Compilation map of common variability languages.

5.1 Choice-Based Languages
We start constructing a circle of compilers with the choice-based languages core choice calculus

(CCC), binary choice calculus (2CC), and algebraic decision trees (ADT). To relate the choice calculi,

we introduce the language family of 𝑛-ary choice calculus (𝑛-CC): a language similar to CCC but
every choice has exactly 𝑛 ≥ 2 alternatives. The semantics for 𝑛-CC is the same function as for core

choice calculus shown in Table 1. In Figure 3, 𝑛-CC is represented by the cloud to symbolize that

𝑛-CC is an infinite family of languages parameterized in a natural number. Edges going into the

cloud translate to a single dialect with a specific 𝑛, and edges going out of the cloud translate from

all dialects to the respective language.

Theorem 5.1. ∀𝑛 ∈ N, 𝑛 ≥ 2 : 𝑛-CC ⪰ CCC.

Proof Sketch by Compilation. Let 𝑒 ∈ CCC, 𝑛 ∈ N, 𝑛 ≥ 2. We must show that there exists

𝑒′ ∈ 𝑛-CC with J𝑒KCCC � J𝑒′K𝑛-CC. We construct and compose three reusable compilers.

(1) clamp ∈
(
(𝑒 ∈ CCC) ⌈𝑒⌉-CC

)
. Because choices in 𝑒 ∈ CCC may have arbitrary and different

numbers of alternatives, we first have to unify choices to a fixed arity𝑚 = ⌈𝑒⌉, where ⌈𝑒⌉ computes

the maximum number of alternatives of choices in 𝑒 . We turn each choice D⟨𝑥1, . . . , 𝑥𝑘⟩, 𝑘 < ⌈𝑒⌉
with fewer alternatives into a choice with exactly ⌈𝑒⌉ alternatives by replicating the last alternative

𝑥𝑘 , ⌈𝑒⌉ − 𝑜 times, in terms of a function fill, giving us 𝑒′′ = fill(𝑒, ⌈𝑒⌉) ∈ ⌈𝑒⌉-CC. To prove the

translation correct, we must show J𝑒K � J𝑒′′K (cf. Definition 4.19). Fortunately, configurations

remain constant and do not have to be translated here. The idea of the proof is to check whether a

given configuration 𝑐 : F → N, for a given choice D⟨𝑥1, . . . , 𝑥𝑘⟩ in 𝑒 ∈ CCC, chooses an alternative

in bounds 𝑐 (𝐷) ≤ 𝑘 or above 𝑘 < 𝑐 (𝐷) ≤ ⌈𝑒⌉. For 𝑐 (𝐷) ≤ 𝑘 , both expressions yield the same

alternatives by definition. For 𝑘 < 𝑐 (𝐷) ≤ ⌈𝑒⌉, 𝑐 (𝐷) always picks 𝑥𝑘 in both expressions because

JD⟨𝑥1, . . . , 𝑥𝑘⟩K (𝑐) = J𝑥min(𝑐 (𝐷 ),𝑘 )K (𝑐) clamps the value of 𝑐 (𝐷) to 𝑘 by definition, and within 𝑒′ the
choice contains only duplicates of 𝑥𝑘 at the respective spots. The actual formal proof of correctness

in our Agda library is more complex as it involves a custom type system for CCC expressions to
prove them having at most ⌈𝑒⌉ alternatives, proofs that configurations for ⌈𝑒⌉-CC remain in bounds,

and various lemmas for fill. This leaves us with a compiler clamp ∈
(
(𝑒 ∈ CCC) ⌈𝑒⌉-CC

)
, where

the output language is selected based on the input expression 𝑒 . To avoid this dependency, we show

that we may freely change the arity 𝑛 of any 𝑛-CC expression.
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(2) shrink2 ∈ 𝑚-CC 2-CC. To remove the dependency of the output language on the input

expression, we show that we can reduce any arity𝑚 to any smaller value 𝑘 < 𝑚. For brevity, and

to prepare for translating CCC to 2CC, we simply specialize 𝑘 = 2. The idea of the translation is to

nest surplus alternatives in new choices, similar how a long if-elif*-else chain can be converted to

a nested if-else statement in imperative programming, or how lists may be represented as recursive

pairs ℎ :: 𝑡 of head element ℎ and tail list 𝑡 . This nesting requires to introduce new choices and

hence new dimensions, which we do by associating each dimension in the input expression with an

additional index 𝑖 ∈ N. For instance, we can translate D⟨ , , ⟩ to D1⟨ ,D2 ⟨ , ⟩⟩. To prove
this translation correct, we have to translate configurations F → N𝑛 to configurations F → B and

back, which requires mapping selections of dimensions to boolean decisions on indexed dimensions,

and vice versa. For instance, in the above example, a configuration 𝑐 : F → N𝑛 with 𝑐 (𝐷) = 2 must

translate to a configuration 𝑐′ with 𝑐′ (𝐷1) = false and 𝑐′ (𝐷2) = true.
(3) grow ∈ 𝑘-CC 𝑚-CC,∀𝑚 > 𝑘 . By a similar argument as for clamp, we can increase the arity

of every choice in an 𝑛-CC term by duplicating the last alternative𝑚 − 𝑘 times.

Conclusion. By composing the above compilers and their correctness proofs, we obtain a compiler

CCC 𝑛-CC for our freely chosen 𝑛 ∈ N, 𝑛 ≥ 2 (remember, that � is transitive by Corollary 4.5). □

Example 5.2. As an example, we translate a variational sandwich recipe 𝑒1 = �P⟨ , ⟩,
S⟨ , , ⟩� ∈ CCC to ⌈𝑒1⌉-CC and then 2CC. We find ⌈𝑒1⌉ = 3 because P⟨. . .⟩ has 2 alternatives
but S⟨. . .⟩ has 3. Via clamp we fill all choices to have 3 alternatives, we get 𝑒2 = fill(𝑒1, 3) =

�P⟨ , , ⟩, S⟨ , , ⟩� ∈ 3-CC. Via shrink2, we then nest choices recursively

to become binary, giving us 𝑒3 = �P0⟨ , P1⟨ , ⟩⟩, S0⟨ , S1⟨ , ⟩⟩� ∈ 2CC. The
inner choice P1⟨. . .⟩ with all the same alternatives could be simplified by choice idempotence (cf.,

Section 3.5), for example by constructing another intra-language compiler to eliminate redundancy.

Next up, are ADT, which were developed independently from the other languages and without

focus on variability analyses. We observe that in fact, ADT is a normal form of 2CC, where all artifacts
are leaves (i.e., they have no sub-expressions).

Theorem 5.3. ADT ⪰ 2CC.

Proof Sketch by Compilation. To translate 2CC to ADT, we must ensure that there are no

choices below artifacts. Choices must be factored upwards, which is possible by duplicating atoms

and known as choice distribution [64] or factoring [136] (cf. Section 3.5): 𝑎�D⟨𝑙, 𝑟 ⟩, 𝑒2, . . . , 𝑒𝑛� can

be factored to D⟨𝑎�𝑙, 𝑒2, . . . , 𝑒𝑛�, 𝑎�𝑟, 𝑒2, . . . , 𝑒𝑛�⟩. The translation recursively factors all choices

upwards, and then replaces the largest subtrees that solely consist of artifacts by leaf nodes that

reference the subtree as a variant 𝑒 . The correctness proof works by induction. □

Factoring introduces an exponential blow-up, because all neighboring sub-expressions are

duplicated until eventually all variants of 𝑒 are enumerated in leaves and no atoms are shared. In

fact, it is this blow-up that motivates artifact nodes within expressions in choice calculi to share

similar subtrees [136], and motivates software product-line analyses because analyzing or even

enumerating each variant individually is infeasible in practice because of this blow-up [33, 134].

Example 5.4. We continue our previous example 𝑒3 ∈ 2CC but simplify the inner idempo-

tent choice of P1 and start with 𝑒4 = �P0⟨ , ⟩, S0⟨ , S1⟨ , ⟩⟩� ∈ 2CC. Only

is an atom above choices. When factoring with the first choice for the patty P0,
we get a choice at the top which contains two expressions in which the patty is fixed: 𝑒5 =

P0⟨ � , S0⟨ , S1⟨ , ⟩⟩�, � , S0⟨ , S1⟨ , ⟩⟩�⟩ ∈ 2CC. This single factor-

ing duplicated all ingredients except and , which where in the factored choice. We now
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have to factor with the next choice S0 and then again at S1 duplicating the ingredients each

time. At the end, all ingredients will be at the bottom of the expression forming variants such as

� , �. Since leaves in algebraic decision trees store only exactly one atom, each leaf

node has to reference an entire variant sub-tree as its atom:

𝑒6 = P0⟨S0⟨leaf , S1⟨leaf , leaf ⟩⟩, S0⟨leaf , S1⟨leaf , leaf ⟩⟩⟩ ∈ ADT.

We now have constructed a circle of choice-based languages CCC 𝑛-CC 2CC ADT and

back again, where the backwards direction is given by definition. We thus conclude that all these

languages are equally expressive.

Corollary 5.5. CCC ≡ 𝑛-CC ≡ 2CC ≡ ADT, ∀𝑛 ∈ N, 𝑛 ≥ 2.

5.2 Soundness and Completeness by Clone-and-Own
To prove completeness and soundness of the languages within our circle, we have to do so for

at least one language directly. As a vehicle to simplify these direct proofs, we use non-empty

lists of variants (𝑣1, . . . , 𝑣𝑛) ∈ 𝑒𝑛, 𝑛 ∈ N. In software development, treating variants individually

like this is common practice (e.g., using branching or forking) and known as clone-and-own

(CaO) [81, 88, 89, 91, 146]. CaO constitutes a most basic variability language, unable to encode any

decision process or similarities, where configurations are indices 𝑖 ∈ N and the semantics is a

lookup J(𝑣1, . . . , 𝑣𝑛)K (𝑖) = 𝑣min(𝑖,𝑛) . Removing these degrees of freedom make CaO an easy target

for direct proofs of completeness and soundness. By integrating CaO into our circle, we conclude

completeness and soundness for the other languages inside the circle for free (cf. Section 4.4).

Theorem 5.6. Complete(CaO).

Proof Sketch. Given a variant generator 𝑉 : N𝑛 → V(𝐴), 𝑛 ∈ N over an atom set 𝐴, we

construct 𝑙 = (𝑉 (1), . . . ,𝑉 (𝑛)) ∈ CaO. To prove J𝑙K � 𝑉 we translate configurations as follows:

conf : N → N𝑛 with conf (𝑖) ≔ min(𝑖, 𝑛) and fnoc : N𝑛 → N with fnoc(𝑖) ≔ 𝑖 . Then ∀𝑖 ∈ N :

J𝑙K (𝑖) = 𝑉 (conf (𝑖)) = 𝑉 (min(𝑖, 𝑛)) and ∀𝑖 ∈ N𝑛 : J𝑙K (fnoc(𝑖)) = J𝑙K (𝑖) = 𝑉 (𝑖) by definition. □

Theorem 5.7. Sound(CaO).

Proof Sketch. By definition, all lists 𝑒 ∈ CaO are non-empty and finite, hence denoting a variant

generator, hence being sound. A formal proof involves computing the variant generator explicitly

by showing that any list is bounded in its length, and that a list enumerates its infinitely many

configurations N w.r.t. configuration equivalence (cf. Section 4.4). □

Theorem 5.8. CaO ⪰ ADT.

Proof Sketch by Compilation. Let 𝑒 ∈ ADT. We create t(𝑒) ∈ CaO by collecting the leaf vari-

ants from left to right: t(leaf 𝑣) = [𝑣] and t(D⟨𝑙, 𝑟 ⟩) = t(𝑙) :: t(𝑟 ). Since tmay include dead variants

(e.g., in D⟨D⟨,,/⟩,,⟩, / is dead because reaching it would require to set 𝐷 to true and false
simultaneously), we construct an intra-language compiler for dead-branch elimination (step 1). We

then must bimap configurations N for CaO to F → B for ADT, which we do in two steps. First, we

bimap F → B to paths from the root to leaves and define alternative ADT semantics J.K𝑝 based on

paths (step 2). Second, we bimap paths to N by interpreting a path as a binary search (step 3). We

prove 1-3 by induction and conclude J𝑒KADT � Jt(𝑒)KCaO transitively. □

Example 5.9. Translating our previous example 𝑒6 we get the list 𝑒7 = t(𝑒6) = ( , , ,

, , ), which contains all variants from left to right. Since 𝑒6 does not contain any dead

branches, the dead branch elimination has no effect here. Indexing 𝑒7 corresponds to walking a

path on 𝑒6. For example, J𝑒7K (2) = = J𝑒6K𝑝 ((P0, true) :: (S0, false) :: (S1, true) :: [ ]).
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Theorem 5.10. CCC ⪰ CaO.

Proof Sketch by Compilation. Let (𝑣1, . . . , 𝑣𝑛) ∈ CaO, 𝑛 ∈ N. We create D⟨𝑣1, . . . , 𝑣𝑛⟩ ∈ CCC.
Proving correctness is straightforward because indices in both expressions remain the same. □

Translating CaO to CCC in fact embodies an 𝑛-way tree differencing algorithm (cf. Section 4.4).

The output expression may display differences across variants as choices and similarities via shared

atoms. Proving the existence of a correct compiler requires only any correct differencer, not a good

one. Hence, we simply declare all trees to be different via a single big choice.

We now exploit the circle of expressiveness for choice-based languages to obtain completeness

and soundness for free for all respective languages via Theorem 4.22 and Theorem 4.23.

Corollary 5.11. CCC, 2CC, ADT, and 𝑛-CC are complete and sound, ∀𝑛 ∈ N, 𝑛 ≥ 2.

5.3 Option Calculus
Having covered choice-based languages, our interest shifts towards option-based variability and

option calculus (OC). The key question here is whether options and choices are equally expressive.

First, we show that choices can indeed model options. Typically, choice-based formalisms encode

options via neutral atoms [14, 94, 126, 144] (cf. Section 3.6). However, neutral atoms might not exist

and depend on context (i.e., the monoid of the enclosing expression if there is a monoid at all). For

example, in variational propositional logic [144], the neutral value is true for conjunctions∧ but false
for disjunctions ∨. As observed by Gruler [64, p. 45], neutral values in a choice can be eliminated by

factoring: J𝑃 ⊕𝑖 (𝑃 ∥ 𝑅)K � J𝑃 ∥(ntrl ⊕𝑖𝑅)K means that a choice between 𝑃 and 𝑃 ∥ 𝑅 is equivalent

to composing 𝑃 with an option over 𝑅, encoded as a choice ntrl ⊕𝑖𝑅 with a neutral value ntrl. As

an example, the OC expression �Salad , �, which denotes a sandwich with Cheese

and optionally Salad, can be expressed in 2CC as �Salad⟨ , 𝜀⟩, �, where 𝜀 denotes an
empty but pointless sandwich ingredient, which distributes to Salad⟨ � , �, � �⟩.
Hence, an option can be turned into choice without the need of neutral atoms.

Theorem 5.12. 2CC ⪰ OC.

Proof Sketch by Compilation. Let 𝑒 ∈ OC. By definition 𝑒 = 𝑎�𝑥1, . . . , 𝑥𝑛�. We translate the

children 𝑥𝑖 ∈ OC sequentially from left to right. When we encounter an artifact 𝑥𝑖 = 𝑏� . . . �, we
recursively translate 𝑥𝑖 and then proceed with 𝑥𝑖+1. When we encounter an option 𝑥𝑖 = O 𝑦 , we

fork the translation in two branches. The first branch includes the expression 𝑦 by replacing 𝑥𝑖 with

𝑦 and then continues from there, eventually yielding a translated expression 𝑒𝑦 ∈ 2CC. The second
branch discards the expression𝑦 and continues translation with 𝑥𝑖+1, eventually yielding a translated
expression 𝑒¬𝑦 ∈ 2CC. We then introduce a choice O⟨𝑒𝑦, 𝑒¬𝑦⟩ ∈ 2CC as result. Configurations remain

constant and correctness can be proven by induction. The formal proof requires an intermediate

language to keep track of translated sub-expressions 𝑥 𝑗 , 𝑗 < 𝑖 . □

Corollary 5.13. Sound(OC).

To investigate whether options may also express choices, we first have a look at completeness.

We already observed in Section 3.6 that we could not encode our sandwich example in OC because

we could not specify and to be alternative.

Theorem 5.14. ¬Complete(OC).

Proof by Contradiction. Assume Complete(OC). Let 𝑉 : N2 → V({ , }) be a variant
generator with 𝑉 (1) = , 𝑉 (2) = . By completeness, there exists 𝑒 ∈ OC with J𝑒K � 𝑉 .

Thus, there exist configurations 𝑐1, 𝑐2 with = J𝑒K (𝑐1) and = J𝑒K (𝑐2). By definition 𝑒 =
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𝑎� . . . �, 𝑎 ∈ { , }. If 𝑎 = , 𝑐2 cannot exist because configuring 𝑒 will always yield � . . . �.
Analogously, if 𝑎 = , 𝑐1 cannot exist. Hence, our assumption J𝑒K � 𝑉 is violated. □

Given that 2CC is complete but OC is not, there cannot exist a compiler from 2CC to OC, and we can
cross-out the respective edge in Figure 3. Hence, 2CC, and by transitivity also all other choice-based

languages on the left in Figure 3, are more expressive than OC.

Theorem 5.15. 2CC ≻ OC.

Proof. By Theorem 5.12, we know 2CC ⪰ OC. It is left to show that the opposite OC ⪰ 2CC
does not hold (i.e., OC ̸⪰ 2CC). Assume OC ⪰ 2CC. We conclude Complete(OC) from Complete(2CC)
(Corollary 5.11) via Theorem 4.22, which violates ¬Complete(OC) (Theorem 5.14). □

5.4 Feature Structure Trees
Having covered annotative languages, we now turn to feature structure trees (FST) as compositional

variability language (cf. Section 3.7). We observe that FST is incomplete for at least two reasons.

Theorem 5.16. ¬Complete(FST).

Proof Sketch. Every expression 𝑎 ◀ 𝑓1, . . . , 𝑓𝑛 ▶∈ FST has an atom 𝑎 at the top. Hence, FST is
incomplete for the same reason OC is incomplete for (cf. Theorem 5.14). Furthermore, neighboring

nodes 𝑏1� . . . �, . . . , 𝑏𝑛� . . . � in a feature must not have duplicate atoms (𝑏𝑖 ≠ 𝑏 𝑗 ,∀𝑖 ≠ 𝑗 ) [11].

Hence, FST cannot represent a variant violating this restriction such as 𝑎�𝑏, 𝑏�. □

Despite both FST and OC being incomplete, they have different expressiveness.

Theorem 5.17. OC ̸⪰ FST.

Proof Sketch. Let𝐴 be an atom set. There cannot exist a compiler FST OC by counterexample

𝑒 = 𝑎 ◀ 𝑋 : 𝑏�𝑐�, 𝑌 : 𝑏�𝑑� ▶∈ FST; 𝑎, 𝑏, 𝑐, 𝑑 ∈ 𝐴; 𝑐 ≠ 𝑑 ;𝑋,𝑌 ∈ F. We find J𝑒K is a variant generator
of the following variants: (1) 𝑎 for 𝑋 = 𝑌 = false, (2) 𝑎�𝑏�𝑐�� for 𝑋 = true, 𝑌 = false, (3) 𝑎�𝑏�𝑑��
for𝑋 = false, 𝑌 = true, (4) 𝑎�𝑏�𝑐, 𝑑�� for𝑋 = 𝑌 = true. Assuming there exists a compiler FST OC,
we can translate 𝑒 into an option calculus expression 𝑒′ = 𝑎�𝑡1, . . . , 𝑡𝑛� describing exactly the above

set of variants. Variant (2) implies that there exists 𝑖 and 𝑐1 such that J𝑡𝑖K (𝑐1) = 𝑏�𝑐�. Variant (3)
implies that there exists 𝑗 and 𝑐2 such that J𝑡 𝑗 K (𝑐2) = 𝑏�𝑑�. If 𝑖 ≠ 𝑗 , then the artifact J𝑒′K (𝜆𝑥 . true)
contains at least two top level children 𝑡𝑖 and 𝑡 𝑗 . However, 𝑒 does not encode any such variant,

hence 𝑖 = 𝑗 . Let 𝑐∧ (𝑂) = 𝑐1 (𝑂) ∧ 𝑐2 (𝑂),∀𝑂 ∈ F. Then J𝑡𝑖K (𝑐∧) = 𝑏 because 𝑏 must be at the top of

𝑡𝑖 and the sub-terms 𝑐 and 𝑑 are excluded in one of the variants each, and hence are excluded by 𝑐∧.
Hence J𝑒′K (𝑐∧) = 𝑎�𝑏�, but 𝑒 and hence 𝑒′ do not encode this variant, so 𝑖 = 𝑗 is impossible. We

obtain a contradiction 𝑖 = 𝑗 and 𝑖 ≠ 𝑗 . □

Theorem 5.18. FST ̸⪰ OC.

Proof Sketch. Let𝐴 be an atom set. There cannot exist a compiler OC FST by counterexample

𝑒 = 𝑎�𝑏, 𝑏� ∈ OC, 𝑎, 𝑏 ∈ 𝐴. FST features must not have neighboring artifacts with the same atom

and hence cannot encode 𝑒 (cf. proof of Theorem 5.16). □

As we did for OC, we can conclude from incompleteness that FST is less expressive than any

complete language and hence no respective translation can exist.

Corollary 5.19. FST ̸⪰ CaO.

Theorem 5.20. CaO ⪰ FST.
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Proof Sketch by Compilation. Let 𝑒 = 𝑎 ◀ 𝑓1, . . . , 𝑓𝑛 ▶∈ FST with 𝑓𝑖 = 𝐹𝑖 : 𝑡𝑖 . A list of all

variants is now given by (J𝑒K (𝑐1), . . . , J𝑒K (𝑐2𝑛 )) where 𝑐 𝑗 (𝐹𝑖 ) := true iff the 𝑖-th bit of 𝑗 , interpreted as

a binary number, is set, and 𝑐 𝑗 (𝐹𝑖 ) := false otherwise (i.e., we enumerate all possible configurations).

In case of duplicate features 𝐹𝑖 = 𝐹𝑖′ , 𝑐 𝑗 only considers the smallest index and ignores the bits

corresponding to higher indexes. CaO configurations N, and FST configurations F → B are mapped

to each other in terms of the index 𝑗 ∈ N of 𝑐 𝑗 : F → B. Correctness follows from the fact that the

semantics of FST never evaluate a configuration for non-existing features, so the CaO expression
cannot miss any variants. □

We can now conclude Sound(FST) by Theorem 4.22 and Theorem 5.6.

Corollary 5.21. Sound(FST).

5.5 Discussion and Conclusion
We have now charted a region on the map of variability languages. We found a class of languages

that are complete, sound, and equally expressive with respect to our semantic domain, namely

CCC, 2CC, 𝑛-CC, ADT, and CaO. In particular, we are the first to formally prove the choice calculi

to be equally expressive, which has been implicitly assumed in many works [14, 31, 37, 78, 79,

94, 126, 137, 143, 144]. This also means that languages that mix choices with other variational

constructs [27, 80, 139], such as options, are also complete and equally expressive (as long as these

languages have denotational semantics according to Definition 4.13). The same applies to languages

and mechanisms specialized to certain domains or use cases, such as for the Linux kernel.

Surprisingly, we also discovered that there are languages that are incomplete regarding variant

generators, namely OC and FST. Crucially, these languages hence cannot be used to statically specify
all variational systems imaginable. For instance, there are sandwich menus and sets of Linux kernels

which cannot be statically specified in these languages. We find that incompleteness stems from

three syntactic restrictions.

First, OC and FSTmust have a constant atom at the root of all variants. In fact, this restriction was

a deliberate design decision we made for option calculus. Dropping this restriction would make

option calculus and feature structure trees unsound, because it might produce questionable empty

variants, as discussed in Section 3.6, suggesting the existence of a trade-off between completeness

and soundness. We argue that soundness is more important because it ensures that a language is

meaningful and can be compared to other languages. In practice, a fixed root is probably reasonable

because variational systems typically have a common base implementation, root directory, or

similar anchor such as , and such an atom could be artificially introduced. After all, variants

are supposed to have at least some degree of shared atoms for variational treatment to make sense.

Second, OC and FST cannot encode mutual exclusion which causes incompleteness. Adding

mutual exclusion to OC and FST requires to encode constraints externally or to enrich the language.

External constraints are common practice in software product line engineering and covered by

problem space variability in terms of a satisfiability challenge for configurations (cf. Section 2). To

enable a language for mutual exclusion, it must be able to react to selection as well as deselection of a

feature. We could add choices or else branches [27], or instead replace mere names F as annotations

by a more sophisticated annotation language, for example propositional formulas [27, 69], but being

able to negate names is enough. For example, an option calculus dialect without forced atom root

and with negations in its annotation language could express a choice D⟨𝑙, 𝑟 ⟩ as D 𝑙 (¬D) 𝑟 . This
dialect however must be constrained to have either an atom or such a pair of options at the top

to be sound. Given that alternatives are common in practice, we thus recommend choices or to

document configuration constraints in the first place, which brings additional benefits [7, 23, 129].
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Third, FST are restricted to never have duplication at the same granularity [11] causing in-

completeness. Technically, this restriction is necessary to avoid self-composition: For example,

composing a feature 𝑒 = 1�2� :: 1�3� :: [ ] causes both sub-trees 1�2�, 1�3� to be imposed on

each other: [ ] ⊕ 𝑒 = ( [ ] ⊙ 1�2�) ⊙ 1�3� = [1�2, 3�] ≠ 𝑒 . This means that a sandwich cannot have

directly below twice, or that a Java class cannot have two methods with the same name

and signature. In practice, this restriction is reasonable for a range of target languages [5, 9, 11, 19],

including popular programming languages, but not for example XML [11].

The existence of such restrictions suggests the existence of different classes of expressiveness

— evidenced by option calculus and feature structure trees not being as expressive as each other

despite being incomplete. In fact, we found at least three classes of expressiveness: Annotative

choice-based languages are complete and hence maximally expressive, while pure options and

tree-based composition are not. However, options avoid duplication and ambiguity as discussed in

Section 5.3; an important concern for some applications, including variational analyses [14, 144].

Finding different classes of expressiveness because of syntactic restrictions, begs the question as

to what the impact of other restrictions may be and what classes of expressiveness might emerge.

We might find more classes by relaxing or imposing other restrictions, perhaps by extending the

framework with other properties, such as other notions of completeness. A useful property for

example, could be core-completeness to check whether a language is complete apart from having a

top-level atom or other fixed atoms, also known as core features [7, 39]. We hence strive to further

explore syntactic constraints and their impact on expressiveness in the future.

The map of languages we discover, also comes with practical results for researchers and language

designers. First, researchers may now apply research results or tools formulated in a language 𝐿

to all languages 𝑀 with less or equal expressive power (𝐿 ⪰ 𝑀) by first translating 𝑀 to 𝐿. For

instance, with the choice calculus having served as a lingua franca in many research efforts (cf.

Section 3.3), we may now apply research results such as variational type-checking [79], variational

type inference [37], or variational SAT solving [144] to all other languages in our map as well.

While not being an end-to-end tooling, our Agda framework, which formalizes our map in terms

of proven-to-be correct compilers, can be used, for example, to translate datasets for such purposes.

Second, language designers and researchers may leverage our framework for basic sanity checks

such as soundness or completeness; and they can relate new languages to existing ones with

only one or two translations with respective proofs without having to compare to each language

individually (similarly as we did by building compiler circles). Third, in this regard, our map of the

language space also provides guidance to future researchers on which language to pick. For example,

formalizing and verifying a variational analysis might be easier with algebraic decision trees but

a tool for empirical studies might favor choice calculus because it more accurately reflects real

implementations (e.g., C preprocessor). With our framework, this is proven possible and correct.

6 Related Work
While we discussed related work on variability languages in Section 3, we cover work on expres-

siveness in other domains here.

Comparing the Expressive Power of Other Formal Systems. Similar to our framework

for variability, expressive power has also been studied for other formal systems, including but

not limited to programming languages [41, 44, 56, 106, 109, 122], string constraints [43], type

systems [111], or deep neural networks [114]. Some define expressiveness similarly as we do, as a

language’s ability to denote elements in its semantic domain [41, 43, 56].

In principle, expressiveness can be studied on a syntactic or semantic level. Syntactic comparisons

of the expressive power of programming languages [44, 56] emerged from the desire to compare

different combinations of language constructs at a finer level of granularity, and in a way perhaps
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more relevant to human programmers, than semantic comparisons can capture. For example, many

programming languages are Turing-complete and so equivalently expressive from a semantic

perspective. Yet there are differences with respect to how concisely and with how much redundancy

two languages can express semantically equivalent programs. Notably, comparisons of expressive

power of concurrent programming languages [44] consider choices as language constructs to denote

different possible program states during concurrent execution [3, 34], emphasizing the fundamental

nature of choices as a notation for multiple states. Syntactic comparisons of variation constructs,

especially their ability to support sharing of equal sub-expressions, is in fact highly relevant. As

a step towards that goal, we focused on previously unexplored semantic expressiveness first to

answer what languages can say before tackling the question how concise they can do so.

Comparing the Expressive Power of Languages for Problem Space Variability. In this

paper, we compare languages for solution space variability (i.e., how to implement variability and

derive variants). There have been similar efforts for languages for problem space variability (i.e.,

constraining configurations, cf. Section 2). Informal comparisons cover specific formats supported

by widely-used tools in research and practice [20, 51, 55]. Formal comparisons of problem space

languages cover algebraic specifications for translating constraints [68, 85] and powerful compila-

tion formats to optimize solving time [29, 30, 42, 90, 104, 123, 128]. Similarly as we did for solution

space, Schobbens et al. [119] defined expressiveness and completeness for feature diagrams. While

the languages covered by the works above are related to our work in terms of addressing variational

concerns, they are inherently different in that they express constraints, not variants.

Comparing the Expressive Power of Languages for Solution Space Variability. Existing
efforts in this direction remain informal or domain-specific, for example focusing on behavioral

models [21, 133] or model checking [49]. Walkingshaw [136] briefly highlights that choices can

encode options with neutral atoms, and Gruler [64] model options via choices but do not discuss

expressiveness. Later, Walkingshaw and Ostermann [137] briefly and informally discuss the expres-

sive power of options versus choices. We proved that choices can express options even without

assuming neutral atoms, and develop a generic framework without assumptions on the semantics

of variants to study variability as a phenomenon by itself.

7 Conclusion
In this work, we began the journey to chart the space of languages for static variability by intro-

ducing a formal framework to study and compare variability languages. We identified a common

semantic domain, formalized the semantics of a range of existing languages, established the basic

properties of soundness, completeness, and expressiveness, and studied these properties for existing

formal languages. We formalize our framework, proofs, and study in Agda as a reusable library

including a web of proven-to-be correct compilers and differencing algorithms. By extending the

library with a compiler from or to an integrated language, language designers can compare the

expressiveness of their language to others, deriving proofs of soundness or completeness for free.

To our surprise, we find multiple levels of expressiveness as well as complete and incomplete

languages in the identified semantic domain, arising from different syntactical restrictions. In

particular, choice-based formal languages are complete, sound, and equally expressive, and hence

the same is true for choice-based languages used in practice, including the variability mechanisms

for the Linux kernel for example. We hence verified previously implicit assumptions and bridged

the gap between parallel research efforts.

Data-Availability Statement
Our Agda library, called Vatras, in which we implement the languages from our overview (cf.

Section 3), our framework and its proofs (cf. Section 4), and the compilers and proofs for our
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exploration of variability languages (cf. Section 5), is open source and publicly available online on

Github and Zenodo [1].
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